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A model is a well-formed, adequate, and dependable instrument that represents origins.
Its criteria of well-formedness, adequacy, and dependability must be commonly accepted by its community of practice

within some context and correspond to the functions that a model fulfills in utilisation scenarios.
As an instrument or more specifically an artifact a model comes with its background, e.g. paradigms, assumptions,

postulates, language, thought community, etc. The background its often given only in an implicit form. The background
is often implicit and hidden.

A well-formed instrument is adequate for a collection of origins if it is analogous to the origins to be represented
according to some analogy criterion, it is more focused (e.g. simpler, truncated, more abstract or reduced) than the
origins being modelled, and it sufficiently satisfies its purpose. Well-formedness enables an instrument to be justified
by an empirical corroboration according to its objectives, by rational coherence and conformity explicitly stated through
conformity formulas or statements, by falsifiability or validation, and by stability and plasticity within a collection of
origins. The instrument is sufficient by its quality characterisation for internal quality, external quality and quality in use
or through quality characteristics such as correctness, generality, usefulness, comprehensibility, parsimony, robustness,
novelty etc. Sufficiency is typically combined with some assurance evaluation (tolerance, modality, confidence, and
restrictions). A well-formed instrument is called dependable if it is sufficient and is justified for some of the justification
properties and some of the sufficiency characteristics.
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[KST09] M. Kirchberg, O. Sörensen, and B. Thalheim. A BPMN case study: Paper review and submission system. In GI Jahresta-
gung, volume 154 of LNI, pages 4067–4081. GI, 2009.

[KT17a] F. Kramer and B. Thalheim. Metadata as support for data provenance. In Information Modelling and Knowledge Bases
XXVIII, Frontiers in Artificial Intelligence and Applications, 280, pages 195–214. IOS Press, 2017.



[KT17b] Y. Kropp and B. Thalheim. Data mining design and systematic modelling. In Proc. DAMDID/RCDL’17, pages 349–356,
Moscov, 2017. FRC CSC RAS.

[KT18a] Y. Kropp and B. Thalheim. Viewpoint-oriented data management in collaborating research projects. In Models: Concepts,
Theory, Logic, Reasoning, and Semantics, Tributes, pages 146–174. College Publications, 2018.

[KT18b] Y. O. Kropp and B. Thalheim. Deep model guided data analysis. In DAMDID/RCDL 2017, Revised Selected Papers,
volume 822 of Communications in Computer and Information Science, pages 3–18. Springer, 2018.

[KT19] Y. Kropp and B. Thalheim. Model-based interface generation. In Proc. 29’th EJC, page 70, Lappeenranta, Finland, 2019.
LUT, Finland.

[KT20] Y. Kropp and B. Thalheim. Conceptual modelling and humanities. In Proc. Modellierung, LNI, page forthcoming.
Springer, 2020.

[KTD+] Y. Kiyoki, B. Thalheim, M. Duzi, H.Jaakkola, P. Chawakitchareon, and A. Heimbürger. Towards a great design of
conceptual modelling. pages 530–543.

[MST09a] Hui Ma, K.-D. Schewe, and B. Thalheim. Modelling and maintenance of very large database schemata using meta-
structures. In UNISCON, volume 20 of Lecture Notes in Business Information Processing, pages 17–28. Springer, 2009.

[MST09b] Hui Ma, Klaus-Dieter Schewe, and Bernhard Thalheim. Geometrically enhanced conceptual modelling. In ER, volume
5829 of Lecture Notes in Computer Science, pages 219–233. Springer, 2009.

[MSTQ09] Hui Ma, Klaus-Dieter Schewe, Bernhard Thalheim, and Q.Wang. A service-oriented approach to web warehousing. In
iiWAS. ACM, 2009.

[MSTW09a] H. Ma, K.-D. Schewe, B. Thalheim, and Q. Wang. A theory of data-intensive software services. Service Oriented
Computing and Applications, 3(4):263–283, 2009.

[MSTW09b] H. Ma, K.-D. Schewe, B. Thalheim, and Q. Wang. A theory of data-intensive software services. Service Oriented
Computing and Applications, 3(4):263–283, 2009.

[MSTW11] H. Ma, K.-D. Schewe, B. Thalheim, and Q. Wang. Cloud warehousing. Journal of Universal Computer Science,
17(8):1183–1201, 2011.

[MSTW12] Hui Ma, K.-D. Schewe, B. Thalheim, and Q. Wang. Conceptual modelling of services. Journal of Universal Computer
Science, 18(17):2361–2363, 2012.

[MT19] A. Molnar and B. Thalheim. Usage models mapped to programs. In Proc. M2P – New Trends in Database and Informa-
tion Systems, Bled, 2019. Springer, CCIS 1064.

[NKT] I. Nissen, F. Kramer, and B. Thalheim. Underwater cooperation and coordination of manned and unmanned platforms
using S-BPM. In Information Modelling and Knowledge Bases XXX,, pages 137–146.

[NT14] R. Noack and B. Thalheim. Multi-dimensional schema composition for conceptual modelling in the large. In Information
Modelling and Knowledge Bases, volume XXV of Frontiers in Artificial Intelligence and Applications, 260, pages 25–44.
IOS Press, 2014.

[NT15] I. Nissen and B. Thalheim. Wissenschaft und Kunst der Modellierung: Modelle, Modellieren, Modellierung, chapter The
Notion of a Model, pages 615–618. De Gryuter, Boston, 2015.
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Abstract

Models, modeling languages, modeling frameworks and their background have dominated research on information
systems engineering for last four decades. Models are mainly used as mediators between the application world and
the implementation or system world. Modelling is still conducted as the work of an artisan and workmanship. While
a general notion of the model and of the conceptual model has already been developed, the modelling process is not
investigated so well.

Modelling has to be based on principles and a general theory of modelling activities. One of the lacunas is still a
proper understanding of adequacy of models, adequacy of modelling and deployment methods, and a theory of adequacy.
We will concentrate on the first issue.

Keywords: model notion; model adequacy; analogy; focus/truncation/abstraction; purposeful; well-formed model;
model dependability

1 Models, Modelling Activities, Systematic Modelling
Models are principle and central instruments in mathematics, data analysis, modern computer engineering (CE), in
teaching any kind of computer technology, and also modern computer science (CS). They are built, applied, revised and
manufactured in many CE&CS sub-disciplines in a large variety of application cases with different purposes and context
for different communities of practice. CE&CS expressively use the conception of model for daily work. Modelling is
one of their four central paradigms beside structures (in the small and large), evolution or transformation (in the small
and large), and collaboration (based on communication, cooperation, and coordination). It is now well understood that
models are something different from theories. They are often intuitive, visualisable, and ideally capture the essence of
an understanding within some community of practice and some context. At the same time, they are limited in scope,
context and the applicability. Models have been considered to be somewhere in the middle between the perception and
understanding of the state of affairs (world, situations, data etc.) and theories (concepts and conceptions, statements,
beliefs, etc.) since they may describe certain aspects of a situation and may represent parts of a theory. Models should
thus be considered to be the third dimension of science [2, 50, 52]1. Other disciplines (see for instance [50]) have
developed a different understanding of the notion of model, of the function of models in scientific research and of the
purpose of the model. Models are often considered to be artifacts where also virtual models are considered beside real
one. Models might also be mental models and thought concepts. Models are used as instruments in utilisation scenarios.
They function in these scenarios.

2 The Notion of the Model
There is however a general notion of a model and of a conception of the model:

A model is a well-formed, adequate, and dependable instrument that represents origins. (see [8, 45, 47])

Its criteria of well-formedness, adequacy, and dependability must be commonly accepted by its community of practice
within some context and correspond to the functions that a model fulfills in utilisation scenarios.

The model should be well-formed according to some well-formedness criterion. As an instrument or more specifically
an artifact a model comes with its background, e.g. paradigms, assumptions, postulates, language, thought community,
etc. The background its often given only in an implicit form. The background is often implicit and hidden.

1The title of the book [4] has inspired this observation.
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A well-formed instrument is adequate for a collection of origins if it is analogous to the origins to be represented
according to some analogy criterion, it is more focused (e.g. simpler, truncated, more abstract or reduced) than the origins
being modelled, and it sufficiently satisfies its purpose.

Well-formedness enables an instrument to be justified by an empirical corroboration according to its objectives,
by rational coherence and conformity explicitly stated through conformity formulas or statements, by falsifiability or
validation, and by stability and plasticity within a collection of origins.

The instrument is sufficient by its quality characterisation for internal quality, external quality and quality in use or
through quality characteristics (see [40]) such as correctness, generality, usefulness, comprehensibility, parsimony, ro-
bustness, novelty etc. Sufficiency is typically combined with some assurance evaluation (tolerance, modality, confidence,
and restrictions).

A well-formed instrument is called dependable if it is sufficient and is justified for some of the justification properties
and some of the sufficiency characteristics.

3 Adequacy as a Generalisation of Mapping, Truncation, and Pragmatic Prop-
erties

Following H. Stachowiak (see, for instance, [33, 34]), a model is often defined in a phenomenalistic way based on three
properties:

(1) Mapping property: the model has an origin and can be based on a mapping from the origin to the instrument.

(2) Truncation (reduction) property: the model lacks some of the ascriptions made to the origin.

(3) Pragmatic property: the model use is only justified for particular model users, the tools of investigation, and the
period of time.

We observe however that these properties do not qualify a representation as a model. The mapping and truncation proper-
ties are far too strict and need further investigation. A model must not be a mapping from some origin. Homomorphism is
a nice property but far too strict in most applications. We might use representations that are not images of mappings such
as a Turing machine, a system architecture, or development strategies. Furthermore, we might use representations that
are not reducts of origins such as (conceptual) information system models for the variety of viewpoints users of databases
might have. Truncation (or abstraction) considers a model to be an Aristotelian one by abstraction by disregarding the
irrelevant. The relevance criterion is based on the purpose (or goal or function) of a model. So, truncation is far too
fuzzy. Models are developed by a community of practice for utilisation by a community of practice and in a context. The
utilisation depends on the intentions of users and their context. So, we observe that the utilisation of models determines
(a) the kind of model, (b) the governing purposes or goals of utilisation of the model, (c) the properties of a model, (d)
the amplification a model provides with extensions, (e) the idealisation by scoping the model to the ideal state of affairs,
(f) the divergence by deliberately diverging from reality in order to simplify salient properties of interest, and (g) the
added value of a model. The seven additional statements are combined in the mission a model has. The mission clarifies
how the model functions well within its intended scenarios of usage according to its capacity and potential. The mission
must be coherent with the context, the determination or specific basis of conduct or utilisation of the model, and must be
acceptable for the users or – more concrete – the community of practice. Therefore, the mission clarifies the functions
(and anti-functions or forbidden ones), purposes and goals of the utilisation, the potential and the capacity of the model.

4 An Agenda: Towards Adequacy of Modelling Methods
The theory of modelling is still struggling with a number of research challenges (see [40]): Adjustable selection of prin-
ciples depending on modelling goals; model suites with explicit model association; development of a language culture;
models 2.0; explicit treatment of model value; coexistence of theory, languages, and tools; adequate representation vari-
ants of models; compiler development for models; model families and variants. These challenges are the background
behind the consternation that has been summarised at Modellierung 208 by W. Hesse (see also [11, 12]): ... but they do
not know what they do ...; Babylonian language confusion and muddle; “it’s not a bug, it’s a feature” and other statements
for de-facto-standards and lobbyists; why I should cope with what was the state of art yesterday; each day a new wheel,
new buzzwords without any sense, and a new trend; without consideration of the value of the model; competition is a
feature, inhomogeneity; Laokoon forever; dreams about a sound mathematical foundation; take but don’t think - take it
only without critics; academia in the ivory tower without executable models; where is the Ariadne thread through.

This consternation and the challenges can be summarised by a research agenda, e.g. with the following problems:
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• Can be develop a simple notion of adequateness that still covers the approaches we are used in our subdiscipline?

• Do we need this broad coverage for models? Or is there any specific treatment of dependability for subdisciplines
or specific deployment scenarios?

• Which modelling methods are purposeful within which setting?

• Which model deployment methods are properly supporting the function of a model within a utilisation scenario?

• How does the given notion of model match with other understandings and approaches to modelling in computer
science and engineering?

• What is the background of modelling, especially the basis that can be changed depending on the function that a
model plays in some utilisation scenario?

• Language matters, enables, restricts and biases (see [54]). What is the role of languages in modelling?

• Which modelling context results in which modelling approach?

• What is the difference between the modelling process that is performed in daily practice and systematic and well-
founded modelling?

• Are we really modelling reality or are we only modelling our perception and our agreement about reality?

• What is the influence of the modeller’s community and schools of thought?

5 The Storyline for this Keynote
In this keynote we discuss mainly the first element of the research agenda: adequateness of models, modelling methods,
and modelling as a systematic activity. So far, the adequateness notion is far too fuzzy and too wide. The keynote is based
on a large body of knowledge developed on models, modelling activities, and systematic modelling2 The basis of our
understanding of adequacy and dependability is the case study in the Kiel compendium of models, modelling activities
and systematic modelling (see [50]). This MMM approach to modelling has been investigated for models in agriculture,
archaeology, arts, biology, chemistry, computer science, economics, electrotechnics, environmental sciences, farming,
geosciences, historical sciences, languages, mathematics, medicine, ocean sciences, pedagogical science, philosophy,
physics, political sciences, sociology, and sports.

The introduction is based on a discussion of adequacy for two modelling methods widely used in our area. The
specific utility of models follow the line given in [19, 20]. We are going to introduce a general and formal notion of
adequacy. Since adequacy cannot be separated from dependability we have also to investigate it for the two modelling
methods. Finally, the keynote ends with a collection of open problems on adequacy of modelling methods.
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Abstract
The conception of a conceptual model is differently defined
in Computer Science and Engineering as well as in other
sciences. There is no common notion of this conception
yet. The same is valid for the understanding of the notion
of model. One notion is: A model is a well-formed, ade-
quate, and dependable instrument that represents origins
and functions in some utilisation scenario. The conceptual
model of an information system consists of a conceptual
schema and of a collection of conceptual views that are as-
sociated (in most cases tightly by a mapping facility) to the
conceptual schema. In a nutshell, a conceptual model is an
enhancement of a model by concepts from a concept(ion)
space.
The variety of notions for conceptual model is rather broad.
We analyse some of the notions, systematise these no-
tions, and discuss essential ingredients of conceptual mod-
els. This discussion allows to derive a research program in
our area.

Keywords: Model, Conceptual model, Concept and no-
tion of a model, Art of modelling.

1 What is a Conceptual Model
Modelling is a topic that has already been in the center
of research in computer engineering and computer science
since its beginnings. It is an old subdiscipline of most nat-
ural sciences with a history of more than 2.500 years. It is
often restricted to Mathematics and mathematical models
what is however to much limiting the focus and the scope.
Meanwhile it became a branch in the Philosophy of Sci-
ence. The number of papers devoted to modelling doubles
each year since the early 2000’s.

It is often claimed that there cannot be a common no-
tion of model that can be used in sciences, engineering,
and daily life. The following notion covers all known
so far notions in agriculture, archaeology, arts, biology,
chemistry, computer science, economics, electrotechnics,
environmental sciences, farming, geosciences, historical
sciences, languages, mathematics, medicine, ocean sci-
ences, pedagogical science, philosophy, physics, political
sciences, sociology, and sports. The models used in these

disciplines are instruments that are deployed in certain sce-
narios (see [39]). A commonly acceptable statement for a
general model notion is the following one1:
A model is a well-formed, adequate, and dependable in-
strument that represents origins and functions in some util-
isation scenario. Its criteria of well-formedness, adequacy,
and dependability must be commonly accepted by its com-
munity of practice within some context and correspond to
the functions that a model fulfills in utilisation scenarios.
The function determines the purposes and goals.

CS-conceptual modelling2 is often related back to the in-
troduction of the entity-relationship model(ling language)
for information systems development. It surprises nowa-
days that there is no commonly accepted notion of concep-
tual model yet. There have been several trials but none of
them was sufficient and was able to cover the idea of the
conceptual model.

The database and information systems research commu-
nities are extensively using the term “conceptual model”3.
The notion of conceptual model still needs some clarifi-
cation: what is a conceptual model and what not; which
application scenario use which kind of conceptual model;
is conceptual modelling only database modelling; do we
need to have an understanding of modelling; is a concep-
tual database model only a reflection of a logical database
model; is a conceptual model a model or not; etc. Let us
illustrate the wide spread and understanding of conceptual
models, the activity of conceptual modelling, and the mod-
elling as a scientific and engineering process by some ex-
amples4,5:

Reality and world description: Conceptual modelling is
the activity of formally describing some aspects of

1We refer to the model-to model-modelling compendium (see [39])
for notions that are not introduced in this paper.

2In the paper we restrict ourselves to this kind of conceptual model
and thus omit the CS acronym. In general, a conceptual model is a repre-
sentation of a system in its widest sense on the basis of concept(ion)s that
allow people to consciously act and being guided in certain situations of
their systems.

3Facetted search for the term “conceptual model” in DBLP results in
more than 5.000 hits for titles in papers (normal DBLP search also above
3.400 titles).

4The notion of conceptualisation, conceptual models, and concepts are
far older than considered in computer science. The earliest contribution to
models and conceptualisations we are aware of is pre-socratic philosophy.

5Wikiquote (see [44]) lists almost 40 notions. We add our list to this
list.
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the physical and social world around us for purposes
of understanding and communication. Such descrip-
tions, often referred as conceptual schemata, require
the adoption of a formal notation, a conceptual model
in our termininology6. (see [25])

Community description : Conceptual modeling is about
describing the semantics of software applications at a
high level of abstraction7.
Specifically, conceptual modelers (1) describe struc-
ture models in terms of entities, relationships, and
constraints; (2) describe behavior or functional mod-
els in terms of states, transitions among states, and ac-
tions performed in states and transitions; and (3) de-
scribe interactions and user interfaces in terms of mes-
sages sent and received and information exchanged.
In their typical usage, conceptual-model diagrams are
high-level abstractions that enable clients and analysts
to understand one another, enable analysts to com-
municate successfully with application programmers,
and in some cases automatically generate (parts of) the
software application. (see [12])

Conceptual database modelling : A data model is a col-
lection of concepts that can be used to describe a set
of data and operations to manipulate the data. When
a data model describes a set of concepts from a given
reality, we call it a conceptual model. (see [2, 10]8)

Instance-integrating conceptual modelling: A concep-
tual model consists of a conceptual schema and an
information base. A conceptual schema provides a
language for reasoning about an object system, and
it specifies rules for the structure and the behaviour
of the system. A description of a particular state is
given in an information base, which is a set of type
and attribute statements expressed in the language of
the conceptual schema. (see [4])

6And continuing: These terms are introduced by analogy to data mod-
els and database schemata. The reader may want to think of data models
as special conceptual models where the intended matter consists of data
structures and associated operations.

7Some research challenges in conceptual modeling: Provide the right
set of modeling constructs at the right level of abstraction to enable suc-
cessfully communication among clients, analysts, and application pro-
grammers. Formalize conceptual-modeling abstractions so that they re-
tain their ease-of-communication property and yet are able to (partially or
even fully) generate functioning application software. Make conceptual
modeling serve as analysis and development tools for exotic applications
such as: modeling the computational features of DNA-level life to im-
prove human genome understanding, annotating text conceptually in order
to superimpose a web of knowledge over document collections, leverag-
ing conceptual models to integrate data (virtually or actually) providing
users with a unified view of a collection of data, extending conceptual-
modeling to support geometric and spatial modeling, and managing the
evolution and migration information systems. Develop a theory of con-
ceptual models and conceptual modeling and establish a formal founda-
tion of conceptual modeling.

8Another version is the following one: The conceptual level has a con-
ceptual schema, which describes the structure of the whole database for
a community of users. A conceptual schema hides the details of physical
storage structures and concentrates on describing entities, data types, re-
lationships, user operations, and constraints. A high-level data model or
an implementation data model can be used at this level.

System-representation models: A conceptual model is a
descriptive model of a system based on qualitative as-
sumptions about its elements, their interrelationships,
and system boundaries. (see [7])

Representational models: A conceptual model is a type
of diagram which shows of a set of relationships be-
tween factors that are believed to impact or lead to
a target condition; a diagram that defines theoretical
entities, objects, or conditions of a system and the re-
lationships between them. (see [8])

Enterprise modelling and conceptual modelling : A
conceptual is a model which represents a conceptual
understanding (i.e. conceptualisation) of some do-
main for a particular purpose. A model is an artefact
acknowledged by the observer as representing some
domain for a particular purpose. (see [3])

Holistic view : In most cases, a model is also a conceptual
model 9. (see [28])

Conceptual models as a result of an activity: We use
the name of conceptual modeling for the activity
that elicits and describes general knowledge a par-
ticular information system needs to know. The main
objective of conceptual modeling is to obtain that
description, which is called a conceptual schema. (see
[26])

Purpose-oriented modelling: Conceptual modelling is
about abstracting a model that is fit-for-purpose and
by this we mean a model that is valid, credible, feasi-
ble and useful. (see [31])

Documentation-oriented conceptual model: A concep-
tual data model is a summary-level data model that
is most often used on strategic data projects. It typi-
cally describes an entire enterprise. Due to its highly
abstract nature, it may be referred to as a conceptual
model. (see [17])

Semiotics viewpoint: Conceptual modeling is about de-
scribing syntax, and semantics (potentially also prag-
matics) of software applications at a high level of ab-
straction. (see [11])

Documentation and understanding viewpoint: A con-
ceptual model of an application is the model of the
application that the designers want users to under-
stand. By using the application, talking with other
users, and reading the documentation, users build a
model in their minds of how to use the application.
Hopefully, the model that users build in their minds is
close to the one the designers intended. (see [18])

9The slides of the keynote talk state: A conceptual model is a simpli-
fication of a system built with an intended goal in mind.
An abstraction of a system to reason about it (either a physical system or a
real or language-based system). A description of specification of a system
and its environment for some purpose. One main conclusion that we can
reach is that the distinction between “model” and “conceptual model” is
not always as precise as it should be.
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Conceptualisations of models : Conceptual models are
nothing else as models that incorporate concepts and
conceptions which are denoted by names in a given
name space. A concept space 10 consists of concepts
(see [24]) as basic elements, constructors for inductive
construction of complex elements called conceptions,
a number of relations among elements that satisfy a
number of axioms, and functions defined on elements.
(see [38])

At the ER’2017 conference a special brainstorming and
discussion session has been organised with the task to coin
the notion of a conceptual model. It seems to be surprising
that there is no commonly accepted notion of a concep-
tual model after more than 40 years of introduction of this
concept into database research. One proposal of the brain-
storming discussion was:

ER 2017 discussion proposal: A conceptual model is a
partial representation of a domain that can answer a
question.

As for a model, the purpose dimension determines the
quality characteristics and the properties of a model.

In a nutshell, a conceptual model is an enhancement of
a model by concepts from a concept(ion) space. It is for-
mulated in a language that allows well-structured formula-
tions, is based on mental/perception/domain-situation mod-
els with their embedded concept(ion)s, and is oriented on
a modelling matrix that is a common consensus within its
community of practice.

We thus meet a good number of challenges, e.g. the fol-
lowing ones: is there any acceptable and general notion
of conceptual model; do conceptual models really provide
an added and sustainable value; what are the differences
between conceptual models and models; what is a model;
what means conceptualisation; how to support language-
based conceptual modelling; etc. This paper is oriented on
these questions and tries to develop an answer to them. We
restrict the investigation to conceptual models in computer
science and computer engineering and thus do not consider
conceptual modelling for product design, service design,
other system’s design, natural and social sciences. Physi-
cal conceptual models are also left out of scope.

2 Revisiting Conceptual Modelling

2.1 State-Of-Art and State-Of-Needs

Modelling offers the benefit of producing better and under-
standable systems. It is based on a higher level of abstrac-
tion compared to most programming languages. Whether
a model must be formal is an open question. The best
approach is to consider model suites (or ensembles) that

10We follow R.T. White (see [37, 42]) and distinguish between con-
cepts, conceptual, conceptional, and conceptions.

consist of a coherent collection of models which are rep-
resenting different points of view and attention. We ob-
serve a resurgence in domain specific approaches that are
challenged by technical, organisational and especially lan-
guage design problems. UML is not the solution yet be-
cause UML Models aren’t executable but MDA needs them
to be. The vast majority of UML models we have seen in
industrial project are mere sketches and are informal and
incomplete. They are not yet a viable basis for precise
and executable models. Without precise models, no for-
mal checking can take place. Therefore, these issues must
be addressed either if modelling is well-accepted and gains
significant presence in applications.

From the other side, the large body of knowledge on
conceptual modelling in computer science is a results
of hundreds of research papers over the last three-score
years although different names have been used for it.
Modelling is often based on a finalised-model-of-the-real-
world paradigm despite the constant change in applica-
tions. Model quality has already been considered in a dozen
papers. Modelling literacy is rarely addressed in education.
Models must however be reliable, refinable, and translat-
able artifacts in software processes.

Conceptual modelling is supported by a large variety of
tools. e.g. (see [21]). However, few of them support ex-
ecutable models. Of that few, far fewer still are actually
rewarding to use. Conceptual models are acknowledged as
mediators in the software development process. However,
they are used and then not evolving with the evolution of
the software. Reuse, migration, adaptation, and integration
of models is still a lacuna. The lack of robust, evolution-
prone and convenient translators is one reason. An envi-
ronment as a constituent part for modelling and translation
into a consistent, easy-to-use and -revise, seamless, and
industry-quality tools is still on the agenda. Information
and software systems become eco-systems. Modelling eco-
systems are not yet properly addressed.

Models are also used for communication based on some
injection of a name space while the community of practice
uses a wealth of terms and terminology with which they
express their nuances of viewpoints. So, we need a num-
ber of representation models beside the singleton graphical
representation. At the same time, models must be properly
formal and based on rules strictly to be followed or else
having a risk of making illogical statements. Modelling
must thus be based on methodologies.

2.2 Myths of (Conceptual) Modelling

Modelling and especially conceptual modelling is not yet
well understood and misinterpreted in a variety of ways. It
has brought a good number of myths similar to those known
for software development (see [1]):

1. Modelling is mainly for documentation. The intro-
duction of the conceptual modelling for database sys-
tems has been motivated by documentation scenario.
A conclusion might be that modelling is a superfluous
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activity, especially in the case that documentation is
not an issue.

2. Modelling is finished with the use of the model and an
initial phase. Historic development of software started
with requirements which were frozen afterwards and
with modelling and specifications that were complete
and became frozen before realisation begins.

3. Modelling is only useful for heavyweight V-style soft-
ware development. Modelling and especially concep-
tual modelling is abandoned due to its burden and the
discovery of the complexity of the software that is tar-
geted.

4. The collection of origins must be “frozen” before
starting with modelling. Models should be plastic and
stable (one of the justification and thus dependability
properties), i.e. the collection of origins to be mod-
elled could change.

5. The model is carved in stone and changes only from
time to time if at all. The realisation becomes ‘alive’
and thus meets continuous change requests. The
model can have some faults, errors, misconceptions,
misses etc. Extensions and additional services are
common for systems. So, the model has to change
as well.

6. Modelling is starts with selecting and accommodat-
ing a CASE tool. Although CASE tools are use-
ful they impose their own philosophy, language, and
treatment. Moreover, CASE tools allow to become
too detailed. Instead, conceptual modelling should al-
low to create the model that is simple as possible and
as detailed as necessary.

7. Conceptual modelling is a waste of time. Developers
are interested in quick success and have their own per-
ception model in mind. It seems to be superfluous to
model and better to focus solely on how to write the
code.

8. Conceptual data modelling is a primary concern.
Data- and structure-driven development without con-
sideration of the usage of the data in applications re-
sults in ‘optimal’ or ‘normalised’ data structure mod-
els and bad database performance. One must keep
in mind the usage of the data, i.e. use a co-design
method, e.g. (see [34]).

9. The community of practice has a common understand-
ing how to conceptually model. Modelling skills
evolve over years and are based on modelling prac-
tice and experience. Further, conceptual models are
based on a common domain-situation model that has
to be shared within the community of practice. So, the
perception models of modellers should match.

10. Modelling is independent on the language. Modelling
cannot be performed in any language environment.

Language matters, enables, restricts and biases (see
[43]).

Understanding these and other myths allows to better un-
derstand the modelling process and the models. One way to
overcome them is the development of sophisticated and ac-
knowledged frameworks. Model-centred development (see
[23]) uses models as a kernel for development of systems.
Conceptual modelling ist still taught as modelling in the
small whereas modelling in the large is the real challenge.

2.3 Specifics of Notions
Let us return to the list of notions given in Section 1. Each
of these notions has its graces, biases, orientations, appli-
cability, acceptability, and specifics.

Scopes of conceptual models may vary from very general
models to fine-grained models. General models allow
to reason on system properties whereas fine-grained
models serve as a blueprint for development.

Result-oriented viewpoint: Conceptual models can be seen
as the final result and documentation of an activity that
follows a certain development strategy such as agile,
extreme, waterfall etc. methodologies.

Communication viewpoint: Conceptual models are a
means for communication and negotiation among
different stakeholders.

System construction orientation: Database, information
and software system development is becoming more
complex, more voluminous, requires higher variety,
and changes with higher velocity. So a quick and
parsimonious comprehension becomes essential and
supports higher veracity and an added value for the
system itself.

Perception and domain-situation models are specific men-
tal models either of one member or of the community
of practice within one application area. It is not the
real world or the reality what is represented. It is the
common consensus, world view and perception what
is represented.

Conceptual models as documentation: Models provide
also quality in use, i.e. they allow to survey, to
understand, to negotiate, and to communicate.

Conceptual modelling with prototypes: Models can be en-
hanced by prototypes or sample populations. A typi-
cal approach is sample-based development (see [16]).

Visualisation issues: Conceptual models may be combined
with representation models, e.g. visualisation models
on the basis of diagrammatic languages.

Biased conceptual modelling approaches: Conceptual
models are often models with a hidden background,
especially hidden assumptions that are commonly
accepted in a community of practice in a given context
and utilisation scenario.
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Semiotics and semiology of conceptual modelling:
Conceptual models are often language-based. The
language selection is predetermined and not a matter
of consideration in the modelling process.

Quality models: Conceptual models should be well-
formed and satisfy quality requirements depending on
their function in utilisation scenarios.

Concepts, conceptions: The elements in a conceptual
models are annotated by names from some name
space. These names provide a reference to the mean-
ing, i.e. a reference to concepts and conceptions in a
concept space.

Conceptual model suites: Models can be holistic or con-
sist of several associated models where in the latter
case each of them represents different viewpoints. For
instance, a conceptual database model consists of a
schema and a number of derived views which repre-
sent viewpoints of business users.

Normal models: Conceptual models represent only certain
aspects and are considered to be intentionally en-
hanced by elements that stem from commonsense,
consensuses, and contexts.

A normal models (called ‘lumped’ model in [45]) is a part
of the model that is considered to be essential and abso-
lutely necessary. The normal model has a context, a com-
munity of practice that puts up with it, a utilisation sce-
nario for which is is minimally sufficient, and a latent –
or better deep – model on which it is based (see [45] for
‘base’ model). The deep model combines the unchange-
able part of a model and is determined by the grounding
for modelling (paradigms, postulates, restrictions, theories,
culture, foundations, conventions, authorities), the outer di-
rectives (context and community of practice), and the basis
(assumptions, general concept space, practices, language
as carrier, thought community and thought style, method-
ology, pattern, routines, commonsense) of modelling. The
(modelling) matrix consists of the deep model and the mod-
elling scenarios. The last ones are typically stereotyped in
dependence on the chosen modelling method.

This variety of viewpoints to conceptual models illus-
trates the different requirements and objectives of models.
So, we might ask whether a common notion of a conceptual
model exists or whether we should use different notions.

2.4 Problems and Challenges
Conceptual modelling techniques suffer from a number
of weaknesses. These weaknesses are are mainly caused
by concentration on database modelling and by non-
consideration of application domain problems that must be
solved by information systems. We follow the state-of-the-
art analysis of A. van Lamsweerde (see [40, 41]) who gave
a critical insight into software specification and arrive with
the following general weaknesses for conceptual modelling
of information and database systems:

Limited scope. The vast majority of techniques are limited
to the specification of data structuring, that is, prop-
erties about what the schema oft he database system
is expected to do. Classical functional and nonfunc-
tional properties are in general left outside or delayed
until coding.

Poor separation of concerns. Most modelling approaches
provide no support for making a clear separation be-
tween (a) intended properties of the system consid-
ered, (b) assumptions about the environment of this
system, and (c) properties of the application domain

Low-level schematology. The concepts in terms of which
problems have to be structured and formalized are
concepts of modelling in the small - most often, data
types and some operations. It is time to raise the level
of abstraction and conceptual richness found in appli-
cation domains.

Isolation. Database modelling approaches are isolated
from other software products and processes both ver-
tically and horizontally. They neither pay attention to
what upstream products in the software might provide
or require nor pay attention to what companion prod-
ucts should support nor provide a link to application
domain description.

Poor guidance. The main emphasis in the database mod-
elling literature has been on suitable sets of notations
and on a posteriori analysis of database schemata writ-
ten using such notations. Constructive methods for
building correct models for complex database or in-
formation systems in a safe, systematic, incremental
way are by and large non-existent.

Cost. Many information systems modelling approaches re-
quire high expertise in database systems and in the
white-box use of tools.

Poor tool feedback. Many database system development
tools are effective at pointing out problems, but in gen-
eral they do a poor job of (a) suggesting causes at the
root of such problems, and (b) proposing better mod-
elling solutions.

Modern modelling approaches must not start from scratch.
We can reuse achievements of database modelling in a sys-
tematic form and thus maintain theories and technologies
while supporting new paradigms.

Constructiveness. Models of information systems can be
built incrementally from higher-level ones in a way
that guarantees high quality by construction. A
method, is typically made of a collection of model
building strategies, paradigm and high-level solution
selection rules, model refinement rules, guidelines,
and heuristics. Some oft hem might be domain-
independent, some others might be domain-specific.
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Support for comparative analysis. Database models de-
pend on the experience oft he developer, the back-
ground or reference solutions on hand, and on pref-
erences of developers. Therefore, the results within a
team of developers might need a revision or a transfor-
mation to a holistic solution. Beyond the modelling
qualities we may develop precise criteria and mea-
sures for assessing models and comparing their rela-
tive merits.

Integration. Tomorrow’s modelling should care for the
vertical and horizontal integration of models within
the entire analysis, design, development, deployment
and maintenance life cycle - from high-level goals to
be supported by appropriate architectures, from in-
formal formulation of information system models to
conceptual models , and from conceptual models to
implementation models and their integration into de-
ployment of information systems.

Higher level of abstraction. Information systems mod-
elling should move from infological design to holistic
co-design of structuring, functionality, interactivity
and distribution. These techniques must additionally
be error-prone due tot he complexity of modern
information systems. These abstraction techniques
may be combined with refinement techniques similar
to those that have been developed fort he abstract
state machines.

Richer structuring mechanisms. Most modelling
paradigms of the modelling-in-the-small approach
available so far for modularising large database
schemata have been lifted from software engineering
approaches, e.g., component development. Problem-
oriented constructs be developed as well model suites
that provide a means for handling a variety of models
and viewpoints.

Extended scope. Information system development ap-
proaches need to be extended in order to cope with
the co-design of structuring, functionality, interactiv-
ity and distribution despite an explicit treatment of
quality or non-functional properties.

Separation of concerns. Information system modelling
languages should enforce a strict separation between
descriptive and prescriptive properties, to be exploited
by analysis tools accordingly.

Lightweight techniques. The use of novel modelling
paradigms should not require deep theoretical back-
ground or a deep insight into information systems
technology. The results or models should be compiled
to appropriate implementations.

Multi-paradigm modelling. Complex information systems
have multiple facets. Since no single modelling
paradigm or universal language will ever serve all pur-
poses of a system. The various facets then need to be
linked to each other in a coherent way.

Multilevel reasoning and analysis. A multi-paradigm
framework should support different levels of mod-
elling, analysis, design and development - from
abstract and general to deep-level analysis and
repairing of detected deficiencies.

Multi-format modelling. To enhance the communicability
and collaboration within a development and support
team the same model fragment must be provided in a
number of formats in a coherent and consistent way.

Reasoning in spite of errors. Many modelling approaches
require that the model must be complete before the
analysis can start. We claim that is should be made
possible to start analysis and model reasoning much
earlier and incrementally.

Constructive feedback from tools. Instead of just pointing
out problems, future tools should assist in resolving
them.

Support for evolution. In general, applications keep evolv-
ing due to changes in the application domain, to
changes of technology, changes in information sys-
tems purposes etc. A more constructive approach
should also help managing the evolution of models.

Support for reuse. Problems in the application domain
considered are more likely to be similar than solutions.
Models reuse should therefore be even more promis-
ing than code reuse.

Measurability of modelling progress. To be more convinc-
ing, the benefits of using information models should
be measurable as well as their deficiencies.

This list of theories, solutions and methodological ap-
proaches is not exhaustive. It demonstrates, however, that
modelling in the large and modern information systems
modelling require specific approaches beyond integration
of architectures into the analysis, design and development
process.

2.5 The Research Issue

Let us reconsider the notions presented in Section 1. Ta-
ble 1 compares essential properties of models. Missing
model elements are denoted by n(ot).g(iven).

We observe that dependability is often either implicit or
not considered in the model notion. Implicitness is mainly
based on the orientation to normal models. The model ma-
trix and especially the deep model are considered to be
agreed before developing the model.

The origin is too wide in most cases. Models are not ori-
ented towards representing some reality or the world. They
are typically based on some kind of agreement made within
a community of practice and according to some context, i.e.
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Table 1. Orientation of notions of conceptual models according model properties
version adequate dependable origin function scenario concepts
reality, reflection, formal, world describe communication, n.g.
world truncation reflection understanding
community abstraction, semantic software describe construction n.g.

mapping invariance application
conceptual mapping, n.g. data, describe construction, reality
database homomorphy operations documentation concepts
system & mapping, n.g. system, n.g. construction n.g.
instance abstraction objects
system reflection, qualitative system describe representation system
representation assumptions concepts
represen- mapping n.g. relation- represent visualisation impact
tional ships factors
enterprise mapping, faithful domain purpose- understanding concept

abstraction determined space
result mapping, n.g. system describe acquisition, domain
of activity knowledge elicitation knowledge
purpose- abstraction viable, any elicitate n.g. n.g.
oriented purposeful fit
documen- summary, n.g. data represent, strategy n.g.
tation abstraction system survey development
semiotics syntax semantics, software describe representation n.g.

abstraction pragmatics application
document mapping closeness application understand design n.g.
understand by users
conceptualise formal semantics any describe representation concept(ion)

representation space
ad-hoc selective n.g. domain consider solving n.g.

mapping problem

they reflect some domain-situation model11 or more gener-
ally some mental model12. They might represent a percep-
tion model of some members of the community practice.
They say what the phenomena in the given domain are like.

Table 1 directs to a conclusion that the function is mainly
oriented towards description and partially prescription for
systems development. The notion of the conceptual model
has, however, mainly considered in system construction
scenarios.

Concepts are often hidden behind the curtain of concep-
tual models. A conceptual model does not reflect the real-
ity. Instead it reflects the mental understanding within its
utilisation scenario.
These observations show now directly some open issues
that should be solved within a theory and practice of con-
ceptual modelling. Let us state some of them.

11We restrict consideration to our field and thus to domain-oriented
models. These models describe the application domain and more specif-
ically the understanding, observation, and perception of an application
domain that is accepted within a community of practice. In general, a
situation model is a mental representation of a described or experienced
situation in a real or imaginary world (see [30]).

12Mental models are out-of-scope in this paper. Those consist of an
evolving model suite with small-scale and parsimonious models carried
in human head (see [13, 19]). They support various kinds of observation,
information acquisition and filtering, reasoning, storage and information
(de)coding, and communication. They are dependent on the observations,
imaginations, and comprehension a human has made. Unlike conceptual
models, mental models must neither be accurate, nor complete, and not
consistent.

Research question 1. What are the origins for conceptual
models? Are these mainly domain-situation and perception
models from one side and systems on the other side?

Research question 2. How tightly conceptual models are
bound to their modelling matrix and especially their deep
model? To what extent conceptual models are normal mod-
els that are intentionally combined with their deep models?

Research question 3. Which functions have conceptual
models in which utilisation scenarios? Which properties
must be satisfied by conceptual models in these scenarios?
Which purposes and goals can be derived?

Research question 4. What is the role of the community
of practice in conceptual modelling? Which kind of model
supports which community in which context?

Research question 5. Conceptual modelling is less auto-
mated and more human dependent than any other develop-
ment, analysis, and design process for information systems.
It is a highly creative process. Is there any formalisation
and foundation for this process?

Research question 6. Since models must not be concep-
tual models (see models in [39]), we might ask whether
there exists a set of characteristics or criteria that separate
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a conceptual model from a model that is not conceptual.
What are the concept space that can be used for an enhance-
ment of a model by concepts or conceptions?

3 The Nature of Models

3.1 The Notion of a (Conceptual) Model

The model is an utterance and also an imagination. As al-
ready stated above (see also [39]), a model is a well-formed,
adequate, and dependable instrument that represents ori-
gins and functions in some utilisation scenario. A model is
a representation of some origins and may consist of many
expressions such as sentences. Adequacy is based on sat-
isfaction of the purpose or function or goal, analogy to the
origins it represents and the focus under which the model
is used. Dependability is based on a justification for its us-
age as a model and on a quality certificate. Models can be
evaluated by one of the evaluation frameworks. A model
is functional if methods for its development and for its de-
ployment are given. A model is effective if it can be de-
ployed according to its portfolio, i.e. according to the tasks
assigned to the model. Deployment is often using some de-
ployment macro-model, e.g. for explanation, exploration,
construction, documentation, description and prescription.

Models function as instruments or tools. Typically, in-
struments come in a variety of forms and fulfill many dif-
ferent functions. Instruments are partially independent or
autonomous of the thing they operate on. Models are how-
ever special instruments. They are used with a specific in-
tention within a utilisation scenario. The quality of a model
becomes apparent in the context of this scenario.

Model development is often targeted on normal models
and implicitly accepts the deep model. A model is devel-
oped for some modelling scenarios and thus biased by its
modelling matrix. The deep model and the matrix thus ‘in-
fect’ the normal model.

Within the scope of this paper, we concentrate on repre-
sentation models as proxies. So, a model of a collection of
origins, within some context, for some utilisation scenario
and corresponding functions within these scenarios, and for
a community of practice is

· a relatively enduring,
· accessible
· but limited
· internal and at the same time external
· representation of the collection of origins.

The model becomes conceptual by incorporation of con-
cepts and conceptions commonly accepted, of ideas pro-
vided by members from the community of practice, or
of general well-understood language-like semiotic com-
ponents. One main utilisation scenario for conceptual
database model is system construction13. In this case, the
conceptual model thus becomes predictively accurate for
the system envisioned and technologically fruitful. The

13Notice however that the first introduction of conceptual data models
has been oriented on a documentation scenario.

model is an utterance and also an imagination. Other
scenarios for conceptual models are: system modernisa-
tion, explanation, exploration, communication, negotia-
tion, problem solving, supplantation, documentation, and
even theory development.

Conceptual models must not limited to representation of
static aspects of systems. They can also be used for repre-
sentation of dynamic aspects such as business stories, busi-
ness processes, and system behaviour. The carrier of repre-
sentation is often some language. In this case, a conceptual
model can be considered to be an utterance with a collec-
tion speech acts. The model itself can be then build on well-
formedness rules for its syntax, semantics, and pragmatics,
or more general of semiotics and semiology. According to
J. Searle (see [33]), a speech act consists of uttering ele-
ments, referring and predicating, requesting activities, and
causing an effect. Whether at all and which language is
going to be used is a matter of controversy too.

3.2 Facets of a Conceptual Model

1. The conceptual model is a result of a perception
and negotiation process. The conceptual model repre-
sents mental models, especially domain-situation models
or a number of perception models. Domain-situation mod-
els represent a settled perception within a context, espe-
cially an application. Perception models might differ from
the domain-situation model. They are personal perceptions
and judgements of a member of the community of practice.
Maturity of conceptual models is reached after the com-
munity of practice negotiated different viewpoints and has
found an agreement.

2. The conceptual model represents its collection of ori-
gins. Considerations about what to model and what not
to model are expressed via the adequacy criteria, especially
for analogy to its origins, for focusing on specifics of the
origins, and also on well-formedness of the model. The
conceptual model does not represent a real world or a prob-
lem domain. It is already based on perception models of
users about this problem domain or on domain-situation
models of a user community on this problem domain.

3. The conceptual model is an instrument. The concep-
tual model is used in some utilisation scenario by its users.
So it functions in this utilisation scenario. It should de-
scribe in a more abstract way compared to the origins how
the user conceives it and thus does not target on describing
the origins.

4. The deep model underpins the conceptual model.
The deep model consists of all elements that are taken for
granted, are considered to be fixed, and are common within
the context for the community of practice. Elements of this
model are symbolic generalizations as formal or readily
formalisable components or laws or law schemata, beliefs
in particular heuristic and ontological models or analogies
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supplying the group with preferred or permissible analo-
gies and metaphors, and values shared by the community
of practice as an integral part and supporting the choice
between incompatible ways of practicing their discipline.
There is no need to redevelop this model. So, the normal
model only display those elements that are additionally in-
troduced for the model.

5. The conceptual modelling matrix. The modelling ma-
trix combines the deep model with the typical utilisation
scenarios that are accepted by a community of practice in
a given context. It specifies a guiding question as a prin-
cipal concern or scientific interest that motivates the devel-
opment of a theory, and techniques as the methods an de-
veloper uses to persuade the members of the community of
practice to his point of view. Although often not explicitly
stated, the model matrix consists of a number of compo-
nents: the objectives, inputs (or experimental factors), out-
puts (or responses), content requests, grounding, basis, and
simplifications. The matrix sets a definitional frame for the
normal model. It might support modelling by model stereo-
types. The agenda of the modelling method is derived from
the matrix. The matrix determines also a spefic treatment
of adequacy and dependability for a model.

6. The performance and quality criteria. The model is
a persistent and justified artifact that satisfy a number of
conditions according to its function such as empirical cor-
roboration according to modelling objectives, by rational
coherence and conformity explicitly stated through confor-
mity formulas or statements, by falsifiability, and by stabil-
ity and plasticity within a collection of origins. The quality
characteristics bound the model to be valid, credible, fea-
sible, parsimonious, useful, and at the same time as simple
as possible and as complex as necessary.

7. The model is the main ingredient of a modelling
method. Sciences and technologies have developed their
specific deployment of models within their investigation,
analysis, development, design etc. processes. The deep
model and the matrix are often agreed. The central element
of all modelling methods is the model that is used as an in-
strument in scenarios which have been stereotyped for the
given modelling method. The modelling method typically
also includes design of a representation model (or a num-
ber of such). The representation model of the (conceptual)
model may be based on approaches such as diagramming
and visualisation. It uses a set of predefined signs: icons,
symbols, or indexes in the sense of Peirce.

3.3 Sources for Conceptual Models:
Domain-Situation and Perception Mod-
els

The domain-situation model is build by a community of
practice on a semantical level. It refers to the world-as-
described-and-conceived-by-the-deep-model. It thus forms

the deep understanding behind the conceptual model. This
deep internal structure of the conceptualisation is com-
monly shared in the community, abstracts from accidental
origins, uses a partial interpretation, exhibits (structural)
hidden similarities of all origins under consideration, and
presents the common understanding in the community. It
gives thus a literal meaning to the domain. The context
for the conceptual model is typically governed by domain-
situation models. The domain-situation model is thus one
source for the conceptual model.

A domain-situation model might or might not exist. It
shapes, however, what is seen in an application domain
and how to reason about what is seen. They represent
some common negotiated understanding in the application
domain. It may represent the application domain as it is
or the application domain as it makes sense to be charac-
terised, categorised or classified in one way rather than an-
other given certain interests and aptitudes or more generally
given certain background.

The second source for conceptual models is a collection
of perception models that are provided and acknowledged
by members of this community of practice. A perception
model is one kind of epistemological mental model with its
verbal, visual and other information compiled on the basis
of cognitive schemata. It organises, identifies, and inter-
prets observations made by the member. It does not need
to know the deep facts or essential properties of the origins
in order to succeed in communicating about them or to rea-
son. The perception model typically follows the situation
that it represents. It is however often underdetermined and
thus may also partially contradictious. So it parallels and
imitates parts of the reality (‘Gestalt’ notion of the model).
They provide a partial understanding, refer to some aspect,
may use competing sub-models about the same stuff, and
may set alternatives on meaning. It is build by intuitive, dis-
cursive and evidence-backed perception, by imagination,
and by comprehension. It is shaped by learning, memori-
sation, expectation, and attention. Perception models serve
as an add-on beyond domain-situation models.

These two sources for conceptual models depend on the
community of practice. So, different communities might
use different kinds of verbal and nonverbal representation.
Although they provide a literal meaning to the conceptual
model they must not be explicitly stated within the con-
ceptual model. They serve as the origin for the conceptual
model and thus might not be explicitly incorporated into
the conceptual model. The conceptual model may have its
deep background, i.e. its basis and especially its grounding.

Both origins are not complete. Typically the scope of
both models is not explicit. There are unknown assump-
tions applied for description, unknown restrictions of the
model, undocumented preferences and background of the
community of practice, and unknown limitations of the
modelling language. Classically we observe for members
of a community of practice that

• they base their design decisions on a “partial reality”,
i.e. on a number of observed properties within a part
of the application,
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• they develop their models within a certain context,

• they reuse their experience gained in former projects
and solutions known for their reference models, and

• they use a number of theories with a certain exactness
and rigidity.

The conceptual model to be developed is deeply influenced
by these four hidden factors.

4 Conceptualisation of Models
The domain-situation model and also partially the percep-
tion model are commonly using concepts. Conceptual
models reuse such concepts from these origins and thus in-
herit semantics and pragmatics from these models. Further,
conceptualisation may also be implicit and may use some
kind of lexical semantics of these models, e.g. word se-
mantics, within a commonly agreed name space.

4.1 Concepts and Conceptions
Various notions of concept has been introduced, for in-
stance, by J. Akoka, P. Chen, H. Kangassalo, R. Kauppi,
A. Paivio, and R. Wille (see [6, 14, 22, 20, 27]). Artificial
intelligence and mathematical logics use concept frames.
Ontologies combine lexicology and lexicography. Con-
cepts are used in daily life as a communication vehicle
and as a result of perception, reasoning, and comprehen-
sion. Concept definition can be given in a narrative infor-
mal form, in a formal way, by reference to some other def-
initions etc. Some version may be preferred over others,
may be time-dependent, may have a level of rigidity, is typ-
ically usage-dependent, has levels of validity, and can only
be used within certain restrictions. We also may use a large
variety of semantics (see [32]), e.g., lexical or ontological,
logical, or reflective.

We distinguish two different meanings of the word ‘con-
cept’ (see [42]):

1. Concepts are general categories and thing of interest
that are used for classification. Concepts thus have
fuzzy boundaries. Additionally, classification depends
on the context and deployment.

2. Concepts are all the knowledge that the person has,
and associates with, the concept’s name. They are rea-
sonable complete in terms of the business.

Conceptions (see [42]) are systems of explanation. They
are thus more difficult to describe.

The typical definition frame we observed is based on def-
inition items. These items can also be classified by the kind
of definition. Concepts may simultaneously have different
descriptions. Competing description may differently rep-
resent the same concept depending on context (e.g. time,
space), validity, usage, and preferences of members of the
community of practice. A concept may have elements that
are necessary or sufficient, that may be of certain rigidity,

importance, relevance, typicality, or Fuzziness. Based on
the generalisations of the approach that has been proposed
by G.L. Murphy (see [24, 35]), concepts are defined in a
more sophisticated form as a tree-structured structural ex-
pression.

SpecOrderedTree(StructuralTreeExpression
(DefinitionItem, Modality(Sufficiency, Necessity),

Fuzziness, Importance, Rigidity,
Relevance, GraduationWithinExpression, Category))) .

Concept may be regarded as the descriptive and epis-
temic core units of perception and domain-situation mod-
els. These origins govern the way how a concept can be
understood, defined, and used in a conceptual model. The
conceptual model inherits thus concepts and their structur-
ing within a concept space, i.e. conceptions.

4.2 Conceptualise
Conceptualisation and semantification are orthogonal con-
cerns in modelling. Conceptual modelling is based on con-
cepts that are used for classification of things. Concepts
have fuzzy boundaries. Additionally, classification de-
pends on the context and deployment. Conceptual14 mod-
elling uses conceptions which are systems of explanation.

Semantification (see [9]) improves comprehensibility of
models and explicit reasoning on elements used in models.
It is based on name spaces or ontologies that are commonly
accepted in the application domain. Conceptual models are
models enhanced by concepts and integrated in a space of
conceptions.

Conceptualisation injects concepts or conceptions into
models. These enriched models reflect those concepts from
commonly accepted concept space. The concept space con-
sists of a system of conceptions (concepts, theoretical state-
ments (axioms, laws, theorems, definitions), models, theo-
ries, and tools). A concept space also may include proce-
dures, conceptual (knowledge) tools, and associated norms
resp. rules. Is is based on paradigms which are corrobo-
rated.

4.3 Dependability of Conceptual Models
Models must be dependable, i.e. justified from one side
and and qualitatively certified from the other side. Justifi-
cation can be based on the domain-situation and perception
models and the relation of the conceptual models to these
models. If however such models are not available or of
low quality then justification will become an issue. Quality
certification is an issue of pragmatism and of added value
of the conceptual model. So, we target on a high qual-
ity conceptualisation. Conceptualisation may be based on
the seven principles of Universal Design (see [29]). Typ-
ical mandatory principles are usefulness, flexibility, sim-

14Conceptual modelling is performed by a modeller that directs the pro-
cess based on his/her experience, education, understanding, intention and
attitude. Conceptual models are using/incorporating/integrating concepts
(see [42]) Conceptional modelling aims at development of concepts.
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plicity, realisability, and rationality. Optional conceptual-
isation principles are perceptability, error-proneness, and
parsimony.

The principle of conceptualisation is considered to be
one -if not the main - of the seven fundamental principles
for conceptual modelling (see [15]). The other six prin-
ciples are: Helsinki, Universe of discourse, searchlight,
100%, onion, and three level architecture principles. They
can be questioned further. These principles can be en-
hanced by the principles of understanding, of abstraction,
of definition, of refinement, evaluation, and of construction
(see [36]). Conceptualisation can be considered to be com-
pleted if: A conceptual schema should only include con-
ceptually relevant aspects, both static and dynamic, of the
universe of discourse, thus excluding all aspects of (exter-
nal or internal) data representation, physical data organi-
zation and access, as well as all aspects of particular exter-
nal user representation such as message formats, data struc-
tures, etc.
Based on Section 3.3, the principle of conceptualisation can
be stated as follows:
A conceptual model should only include conceptually rele-
vant aspects of the domain-situation and perception mod-
els. It does not consider neither aspects of realisation nor
of representation. It includes, however, different viewpoints
of business users and concepts from the common concept
space.

5 Conclusion: Towards a Notational
Frame for Conceptual Models

Conceptual modelling is not yet a science or culture. It is
rather a craft or even an art. It can be learned similar to
craft learning. It is however based on understanding and
abstraction througout the perception and domain-situation
models, i.e. of mental models in general. Perception is
dependent on deep models and thus incomplete, revisable,
time-restricted, activity-driven, and context-dependent.

5.1 Slim, Light, and Concise Versions for
Conceptual Models

Conceptual models are widely used in system construction
scenarios. They function as description of the phenomena
of interest within the context for its community of practice.
So, conceptual models are normal models with rather spe-
cific modelling matrices and deep models. A slim notion
of a conceptual model is should only reflect such normal
models and refer to a specific modelling matrix. A light
version needs to refer to some elements of the basis and to
some context. A concise version must explicitly represent
all the hidden details of a model, especially its relation-
ships to the concept space, to the perception of this space
by members of the community of practice, and to the utili-
sation scenario.

5.2 A Proposal for a Light Version: Concep-
tual Model ⊒ Model

⊕
Concepts

Conceptual modelling is not yet a common method in sci-
ence (see [31]). Systems can be build without any con-
ceptual model. It seems that there is no need for a formal
conceptual modelling process. It seems to be too restric-
tive to require a full conceptual model. Performance and
quality criteria are not commonly agreed. The science of
conceptual modelling is still missing.

The main bottleneck is however the missing notion of
a conceptual model. The conceptual model is a specific
model and is based on conceptualisation. It might be
language-bound. It is probably the most important aspect
of system construction in computer science and computer
engineering. It is however the most difficult and least un-
derstood. Minimal justification characteristics of models
are classical viability, i.e. corroboration, validity, credi-
bility, rational coherent and conform, falsifiable, stability
against origin collection change. Minimal quality char-
acteristics of models are the one for quality in use (e.g.
usability, aptness for the function and purpose, value for
the utilisation scenario, feasibility). Minimal performance
characteristics are timely, elegant and feasible usage within
the given context for their community of practice according
to their utilisation scenario and their competencies or more
general their profiles.

So, we might conclude for a light version: A concep-
tual model is a well-formed, adequate and depend-
able instrument that functions within its specific util-
isation scenario, that represents origins, and that is
enhanced by concepts from a concept(ion) space.

Therefore, the incorporation of concepts and the concep-
tions is one main difference to the model.

5.3 Lacunas of Conceptual Modelling

Since conceptual modelling is still more an art than a sci-
ence and a culture of conceptual modelling is still beyond
the horizons, we need

• an understanding of the area of conceptual modelling;

• a theory, techniques, and engineering of conceptuali-
sation;

• an integrated multi-view approach for the needs and
the capabilities of the members of the community of
practice;

• a refinable definition of the conceptual model with all
three versions, i.e. a simplified version, a fully fledged
version, and an assessable version;

• a working approach with intentional and thus latent
matrices and deep models for daily practice; and

• an understanding of language use in conceptual mod-
elling.
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These lacunas do not limit usability, usefulness, and util-
ity of conceptual models. Conceptual database models im-
prove from one side system comprehension. They allow to
indicate associations among system elements, reduce the
effect of bad implementation, provide abstraction mecha-
nisms, support prediction of system behaviour, provide an
elegant and adequate overview of the system at various lev-
els of abstraction, support the construction of different user
views, and cross-reference multiple viewpoints. From the
other side, the reduce the developers, maintainers and pro-
grammers overhead. They support a simple and free navi-
gation through components of the database system, provide
an easy deduction of various viewpoints that represent the
needs of business users, support concentration and focus-
ing in evolution and maintenance phases, display the deci-
sions made during development, indicate opportunities for
further development and system maintenance, reduce the
effort by reuse of design and development decisions that
have already been made, and use a comfortable and effec-
tive visualisation. So, conceptual models are not restricted
to construction scenarios or to database modelling.

We realise that the development and the acceptance of a
notion of conceptual model follows the 13 Commandments
stated (see [5]):

1. Thou shalt choose an appropriate notation.

2. Thou shalt formalise but not overformalise.

3. Thou shalt estimate costs.

4. Thou shalt have a formal methods guru on call.

5. Thou shalt not abandon thy traditional development
methods.

6. Thou shalt document sufficiently.

7. Thou shalt not compromise thy quality standards.

8. Thou shalt not be dogmatic.

9. Thou shalt test, test, and test again.

10. Thou shalt reuse.

11. Thou shall meet intentions of all members of the com-
munity of practice

12. Thou shall provide a usable notation, i.e. for verifica-
tion, validation, explanation, elaboration, and evolu-
tion.

13. Thou shall be robust against misinterpretation, errors,
etc.
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[20] H. Kangassalo and J. Palomäki. Defintional conceptual schema -
the core for thinking, learning, and communication. Keynote given
at 25th EJC Conference, Maribor, Slovenia, June 2015.

[21] D. Karagiannis, H. C. Mayr, and J. Mylopoulos, editors. Domain-
Specific Conceptual Modeling, Concepts, Methods and Tools.
Springer, 2016.
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Abstract

Data are considered to be the oil of the 21th

century. They are also a rich source for
many sciences, especially those that use ob-
servational data for development of an un-
derstanding behind the data. They are used
to gain an insight into the discipline based
on observations. This insight may result in
a quantitative theory offer. The main target
is however a theory that explains the data.
We develop a model-backed approach to the-
ory development based on quantitative the-
ory offers. Models are becoming the media-
tor between quantitative and qualitative the-
ories. Models can be systematically devel-
oped based on a layering approach.

1 Introduction

1.1 From Empiric Sciences to Data Science

Data science is considered to be a new stage of sci-
entific research. Data science is based on analysis of
data resources. The analysis asks the right questions
with efficient processing algorithms, machine learning
and cognitive computing techniques, refined statisti-
cal models, and innovative visions of how to more
effectively extract the relevant data assets and scruti-
nise them fast with more sophisticated results. It goes
beyond empirical sciences, theory-oriented research,
and computational research [12]. Disciplines often
use a combination of empirical research that mainly
describes natural phenomena, of theory-oriented re-
search that develops concept worlds, of computational
research that simulates complex phenomena and of
data exploration research. Thus, Figure 1 distin-
guishes four stages of sciences according to [12].

Data science discovers pattern and generates in-
sights in data sources or data proxies. It is based on
raw data and build these insights based on knowledge
from the scientific discipline and application domain.
It provides models, recommendations, and potential
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Empirical science:
describing natural phenomena, experimenting

Theory & science:
developing concept(ion)s, generalisations

Computational science:
simulating complex phenomena

Data science:
evidential investigation & analysis

Figure 1: The four stages of scientific research

theories on how to interpret the data. It is based
on a process of organising data for analysis including
data proliferation, data collection organisation, clean-
ing, application of tools, and analysis. It may con-
sider huge data collections as well as small data sets.
The proxy data are compiled and may become ‘smart’
quantitative data for quantitative research. Data sci-
ence is essentially the ‘science’ that is turning data
proxies into narrative and into quantitative data. It
thus develops an understanding of the data itself.

In our case, we investigate rather thin data sets.
The picture is however similar to the one with very
large data sets.

1.2 Data Science: From Proxy-Based Inves-
tigation to Theories

Explorative and investigative theory development
(e.g. [1, 18, 20]) starts with an investigation of data
sources and develop some proxy-based observation
concepts and a theory offer. A theory offer is a sci-
entific, explicit and systematic discussion of founda-
tions and methods, with critical reflection, and a sys-
tem of assured conceptions providing a holistic un-
derstanding. A theory offer is understood as the un-
derpinning of technology and science similar to ar-
chitecture theory [23] and the approaches by Vitru-
vius [32] and L.B. Alberti [2]. A (scientific) theory
is a “systematic ideational structure of broad scope,
conceived by the human imagination, that encom-
passes a family of empirical (experiential) laws re-
garding regularities existing in objects and events,
both observed and posited. A scientific theory is a
structure suggested by these laws and is devised to
explain them in a scientifically rational manner. In
attempting to explain things and events, the scientist
employs (1) careful observation or experiments, (2)
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reports of regularities, and (3) systematic explana-
tory schemes (theories).” [6] Figure 6 displays this

proxy-based
research

quantitative
research

qualitative
theory-oriented

research
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sources
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Figure 2: The current state-of-the-art in the data science

situation. We start with some data, e.g. proxy data.
We (gsc -)derive proxy concepts (or concepts) and form
some proposals for (hc

t -)formation of a proposal of a
potential explaning theory, i.e. a theory request (or
theory offer). Proxy sources can be aggregated and
(fs

s -)condensed and thus become quantitative sources
which are the basis for (gsc -)formation of quantita-
tive concepts. These quantitative concepts are (hc

t -
)embedded into theory offers (or, resp., theory re-
quests for proxy requests) and are the basis for a the-
ory offer that serves as an explanation for the theory
request. Quantitative concepts can be (F c

c -)mapped
back to proxy concepts. Proxy-based research and
quantitative research is well-integrated if the diagram
is commuting, i.e. F c

c (g
s
c(f

s
s (sources))) = gsc(sources).

Theories can be build on the basis of theoretical
concepts which are supported by sources. Quantita-
tive concepts should be associated with qualitative
concepts. The association can only be developed in
the case when the association among the data has
been clarified. So far, the explanations that can be
generated are mainly developed for explaining the ob-
servations made on the basis of proxies. We arrive
therefore with the following problem:
Research challenge: How we can close the gap be-
tween quantitative theory offers and qualitative theo-
ries within the setting of data science?

1.3 A Typical Data Science Application

Investigative modelling at CRC 1266 [1, 16] aims at
exploring and explaining transformations in societies
as “processes leading to a substantial and enduring
re-organisation ” [1] of any or all aspects of the hu-
man social, cultural, economic, and environmental re-
lations. Proxies are observations for main concepts
in Figure 31. These main concepts need however a

1We restrict the mindmap to main concepts and do not
display the full concept network. For details see the website of

quantitative underpinning and a number of theoreti-
cal concepts.

Figure 3: Theoretical concepts to be investigated in the
CRC 1266

1.4 The Storyline of the Paper

We develop an approach to data science based on
models. The ladder in Figure 1 is thus supported
by models in the form depicted in Figure 4

Models for visualisation of phenomena,
experiments, observations, ...

Models for representation, communication,
understanding, learning ...

Models as mediator or
starting point in inverse modelling, ...

Models as starting point for hypotheses,
investigation, pattern detection, ...

Figure 4: The four kinds of models in scientific research

Models are instruments that function in utilisation
scenarios. One of these scenarios might be the de-
velopment of a theory for a theory offer. We will
show in the sequel how this approach can be system-
atically applied to development of mediating models
that close the gap in Figure 6. We start with a notion
of model in Section 2. Six research questions are de-
veloped which are answered in Sections 3 and 4. Next
we develop a model construction approach in Section
3. Finally, we apply this approach to data science and
use models as mediators in Section 4.

2 Models

Models are widely used in life, technology and sci-
ences. Their development is still a mastership of an
artisan and not yet systematically guided and man-
aged. The main advantage of model-based reasoning
is based on two properties of models: they are fo-
cused on the issue under consideration and are thus
far simpler than the application world and they are
reliable instruments since both the problem and the
solution to the problem can be expressed by means
of the model due to its dependability. Models must
be sufficiently comprehensive for the representation
of the domain under consideration, efficient for the

the project.
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solution computation of problems, accurate at least
within the scope, and must function within an appli-
cation scenario.
Research question 1: Can models be used for re-
solving the gap between theory offers in quantitative
research and theories in qualitative research?

Consider for instance the CRC 1266 application:
Transformation is considered in this context as a phe-
nomenon that requires detailed description of features
and hence quantitative data are necessary for descrip-
tions by empirical models and simulations. Models
mediate between quantitative theories and qualitative
theories. Models are applied in hypothetical and in-
vestigative scenarios, should support causal reasoning
as well as network-oriented reasoning, and are devel-
oped in an empiric framework.

2.1 The Notion of Model

Let us first briefly repeat our approach to the notion
of model:

A model is a well-formed, adequate, and de-
pendable instrument that represents origins and that
functions in utilisation scenarios. [10, 27, 28]

Its criteria of well-formedness, adequacy, and de-
pendability must be commonly accepted by its com-
munity of practice (CoP) within some context and
correspond to the functions that a model fulfills in
utilisation scenarios.

The model should be well-formed according to
some well-formedness criterion. As an instrument or
more specifically an artifact a model comes with its
background , e.g. paradigms, assumptions, postulates,
language, thought community, etc. The background
its often given only in an implicit form. The back-
ground is often implicit and hidden.

A well-formed instrument is adequate for a collec-
tion of origins if it is analogous to the origins to be
represented according to some analogy criterion, it is
more focused (e.g. simpler, truncated, more abstract
or reduced) than the origins being modelled, and it
sufficiently satisfies its purpose.

Well-formedness enables an instrument to be jus-
tified by an empirical corroboration according to its
objectives, by rational coherence and conformity ex-
plicitly stated through conformity formulas or state-
ments, by falsifiability or validation, and by stability
and plasticity within a collection of origins.

The instrument is sufficient by its quality char-
acterisation for internal quality, external quality and
quality in use or through quality characteristics [26]
such as correctness, generality, usefulness, compre-
hensibility, parsimony, robustness, novelty etc. Suf-
ficiency is typically combined with some assurance
evaluation (tolerance, modality, confidence, and re-
strictions).

A well-formed instrument is called dependable if it
is sufficient and is justified for some of the justification

properties and some of the sufficiency characteristics.

2.2 Functions of Models

Models are used as instruments in certain utilisa-
tion scenarios such as as communication, reflection,
understanding, negotiation, explanation, exploration,
learning, introspection, theory development, docu-
mentation, illustration, analysis, construction, de-
scription, and prescription. They have to fulfill a
number of specific functions in these scenarios. Typi-
cal functions of models as instruments in scenarios are
(a) cognition, (b) explanation and demonstration, (c)
indication, (d) variation and optimisation, (e) projec-
tion and construction, (f) control, (g) substitution,
and (h) experimentation [31].

2.3 Model
!
= Normal Model on Deep Model

A model consists of a normal model that is combined
with some deep model similar to the visible (or ex-
terior) and invisible parts of an iceberg [16, 29, 30].
The deep model reflects (α) the intentions of the prob-
lem world, (β) the accepted understanding within the
community of practice, (γ) the context of the appli-
cation domain, (ϵ) the background that is commonly
accepted in the problem and application domain, and
(ε) the general restrictions to the origins that might
be considered. The deep model allows to derive a part
of the justification and adequacy of a model.

The normal model reflects the collection of origins
that are currently under consideration. Both the deep
and the normal model are dependent on the functions
that a model should play in application scenarios. De-
velopment of models is often restricted to develop-
ment of a normal model under the assumption that
the deep model is given by the modelling method, the
context, the community of practice, and the function
that the model has to play in a given scenario. The
modelling methods also determined the methods that
are used for model development. It might also include
the utilisation methods.

Research question 2: Can we separate the deep
model from the normal model in such a way that the
model can be composed of the deep model and of the
normal model?

If the answer to this question is positive then we
might try to consider the model as an enhancement
of the deep model. In this case, the development of a
model can be layered.
Research question 3: How can be development of
a model layered into the development of a deep model
followed by the development of the normal model?

We may now ask us whether this approach is uni-
versal. The answer will be negative if the notion
of model also includes models with intractable deep
models, e.g. for metaphors, parables, or physical rep-
resentations. We might however concentrate on mod-
els in sciences and technology.
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2.4 Model Suites

Models may be given as a holistic instrument that
combines all aspects into one model. The approach
is often too challenging. A simpler approach is the
consideration of a model as a model suite (or model
ensemble) [8, 25] that consists of a coherent collec-
tion of models which are representing different points
of view and attention. It is extended by an explicit
association or collaboration schema among the mod-
els, controllers that maintain consistency or coherence
of the model suite, application schemata for explicit
maintenance and evolution of the model suite, and
tracers for the establishment of the coherence.
Research question 4: Exists there a systematic
approach to model development that is based on a
co-development of normal models and deep models?
Which additional models should be integrated into the
model suite?

2.5 Generic and Specific Models

Model development does not start from scratch. We
often start with generic models. A generic model [16]
is a model which broadly satisfies the purpose and
broadly functions in the given utilisation scenario. It
is later tailored to suit the particular purpose and
function. Generic models can be calibrated to specific
models through a process of data or situation cali-
bration, refinement, concretisation, context enhance-
ment, or instantiation.
Research question 5: Can we develop normal mod-
els starting with a generic model and are they still in-
tegratable with the deep model?
If the answer is positive then generic normal models
can be calibrated to specific normal models through
a process of data or situation calibration, refinement,
concretisation, context enhancement, or instantia-
tion.

2.6 Data Mining as a Success Story

In [16], we developed the V-model to data mining
based on a separation of the data mining process into
the domain perspective with its domain world of users
from a community of practice, the modelling perspec-
tive with a model world, and the data perspective in
a data world. Users are interested in solution of cer-
tain problems an application world, share the context
and also the scientific and technological background.
The classical data model mining process uses these
perspectives for a stepwise development of a model
that allows to solve their problems, e.g. (1) by mod-
elling the problem and the issues under considera-
tion, (2) by preparing the data world for develop-
ment and enhancement of models, (3) by applying
data mining algorithmics for pattern detection and
model development, and (4) by using the model for
development of some solution for the problems and
thus augmenting the application domain world. The
model development process itself can be understood

a multi-iterative guided procedure that has its flow of
activities.

This approach extend the classical CRISP frame-
work [4] and other approaches to systematic data min-
ing, e.g. [15]. Each of these approaches has its capac-
ity and potential as well as its threats and limitations.
The question is now:
Research question 6: Can we generalise a data
mining setting to model development for data science
in such a way that models mediate between theory of-
fers and theories?

Data analysis and model suite development cur-
rently inherit success stories in a similar application.
These success stories follow some kind of a meta-
pattern and result in a specific data mining process
as an example of a modelling method or modelling
mould. Data mining starts with exploring and un-
derstanding the data mining project, its data, and a
general setting of principles of modelling. After the
project and the nature of the data is understood, data
are preprocessed and prepared for the application of
algorithms. Next pattern within the data are investi-
gated. This pattern analysis results in clusters, maps,
association rules, and some deviation analysis, i.e. we
develop a model on the data space. This model is then
used for development of explanations, e.g. via deci-
sion trees, (Bayesian) classifiers, regression, and (rule)
learning approaches. We develop a second model on
top of the first model. Next, the data space is con-
sidered in a general form by prediction analysis, e.g.
nearest neighbour predictors, (artificial) neural net-
works, support vector machines, or other ensemble
methods. The result is another model. Finally, the
models are evaluated and potentially deployed. If the
evaluation does show that the models satisfyquality
criteria, we revise the models.

3 A General Model Composition Ap-
proach

Engineering and software engineering (e.g. [13, 22])
distinguish between the five primary development di-
mensions:

Activities (‘how’) describe the way how the work is
performed and the practises for the work.

Work products (‘what’) are the result of the specifi-
cation and are used during specification.

Roles (‘who’) describe obligations and permissions,
the involvement of actors in the specification pro-
cess.

Aspects (‘where’) are used for separation of concern
during the specification process.

Resources (‘on which basis’) are the basis for the spec-
ification.

Since a model (suite) is also a work product we may
refine this approach to model engineering. The mod-
elling method we will use is similar to the modelling
method in mathematics [3].
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3.1 Separating Modelling into Layers

Model suite development results in a number of mod-
els: deep, generic, specific, and normal models. Since
any model has its deep elements we may start with
development of this deep model. In many cases, we
might use reference model or generic models (or tac-
tical model frames like those we use in data mining
and analysis). Let us investigate whether a layered
approach can be applied within a five-layered sepa-
ration of concern and aspects. The separation into
layers generalises the approaches used in mathemat-
ics, e.g. separation by Craig’s interpolation theorems.

Classical modelling often intentionally presupposes
the initialisation and intrinsic layers and assumes that
these layers cannot be reconsidered and specifically
changed according to the functions. We loose, how-
ever, the understanding of the model and cannot un-
derstand why the model is dependent without an un-
derstanding of these layers.

(I) The Initialisation Layer

The W*H specification pattern [9]. can be applied
to model initialisation as well an includes then the
following set of statements:

• a plan, function, and purpose dimension (model
as a conception: ‘wherefore’, ‘why’, ‘to what
place or end’, ‘for when’, ‘for which reason’)
within a scenario in which the model is going
to be used as an instrument,

• a user or CoP dimension (‘who’, ‘by whom’, ‘to
whom’, ‘whichever’) that describes the task port-
folio in the CoP and profile of users including
beliefs, desires and intentions,

• an application and a problem dimension (‘in
what particular or respect’ , ‘from which’, ‘for
what’, ‘where’, ‘whence’), and

• additionally, the added value dimension (evalua-
tion).

The initialisation layer may also be enhanced by a
contrast space for user-related separation of a model
and a relevance space that is dependent on the user
[11]. The contrast and relevance spaces as a form of
mind-setting also define what is not of interest.

(II) The Enabling Setup Layer

The intrinsic setup defines the opportunity space and
the infrastructure for the model. The results will
be from one side a deep model and from the other
side a modelling framework or modelling mould that
guides and govern next activities. We define the con-
text and the most of the background (the ground-
ing (paradigms, postulates, restrictions, theories, cul-
ture, foundations) and the basis (assumptions, con-
cept world, practices, language as carrier, thought
community and thought style, methodology, pattern,
routines, commonsense)) of the model. The context,

extrinsic, and strategic dimension answers question
like ‘at or towards which’, ‘where about’, ‘to what
place or situation’, and ‘when’.

Additionally, we decide which methodology and
environment seem to be the most effective and pur-
poseful. The development and deployment dimen-
sion (‘how’, ‘whence’, ‘what in’, ‘what out’, ‘where’)
defines the modelling methodology, i.e the modelling
mould.

(III) The Extrinsic Source Reflection Layer

strategem We separate the deep model elements from
elements of the normal model. According to the
model function, the normal model represents extrin-
sic elements of potential origins based on their con-
tent and thus answers questions such as ‘what’, ‘with
which’, and ‘by means of which’. It reflects the ex-
trinsic theory essentials that are necessarily to be rep-
resented, e.g. conceptions or pre-conceptions from
the theory that is underpinning the application. The
normal model can be build from scratch (‘greenfield’
modelling). It is more usual based on the experi-
ence gained so far. The latter case thus starts with
a generic or reference model that might incorporate
parameters. The extrinsic source reflection layer can
be understood as a tactical layer.

(IV) The Operational Customisation Layer

Generic or general normal models are adjusted to
those that a best fitted to those origins that are con-
sidered for the application. The operational customi-
sation layer is sometimes holistically handled with
extrinsic reflection. Inverse modelling is the general
case however. It instantiates parameters, adapts the
normal model to those origins (or data sources) that
are really under consideration, prepares the model for
the special use and to the special - most appropriate
- solution, and integrates the deep model with the
normal model. The normal model is typically pruned
in order to become simpler (Solomonoff and Occam
principled) more deviation- or error-prone. The (nor-
mal) model might be enhanced by concepts and thus
become a conceptual model.

(V) The Delivery and Product Layer

The final result of the modelling process is a model
suite that is adequate for origins, properly justified,
and sufficient. We cannot expect that one singleton
model is the best instrument for all members of the
community of practice. A sophisticated model that
integrates deep and specific normal models is deliv-
ered to some members. An informative model that
is derived from this model can be better for other
CoP members. Models delivered in the finalisation
space are often enhanced by additional annotations,
e.g. relating the model to the demands for members
of the CoP by answering the ‘with’, ‘by which’, ‘by
whom’, ‘to whom’, ‘whichever’, ‘what in’, and ‘what
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Figure 5: The layered model development framework

out’ questions. At the delivery and product layer we
thus generate a number of associated models.

3.2 Systematic Model Development

We combine now the five layers in Figure 5. At the
left side we represent the issues for the model. The
right side displays the activities and methods for the
development. The corners of the octagon represent
the starting and final stages as well as sources and
enablers of the intermediate stages. We restrict the
picture to the layered model development process.

4 Models as Mediating Instruments

Model-backed reasoning is thus some kind of revis-
able reasoning depending on the stages of knowledge.
Modelling as a process starting with suites of generic
models and revisable refinement according to data on
hand. It should support handling of uncertainties and
incompleteness of any kind and must thus make use
of an integrated data management. Therefore, model-
backed reasoning is properly based on layered model
development.

4.1 Towards Models as Mediators between
Theory Offers and Theories

Models can be used to render the theory offer. At
the same time models may also render a theory. We
claim that these two views can be integrated. The
model functions thus as mediator [17]. The rendering
procedures are however different.

We envision that this integration can be based
on the mappings in Figure 6. Models can be un-
derstood as being composed of model concepts that
are supported by data sources. We can now distin-
guish fx

y -mappings at the same level, gxy -mappings
between sources and concept, Gx

y-mappings from con-
cepts to supporting sources, and hx

y-embedding map-
pings from concepts to theory offers, models, or the-

ories. Quantitative concepts are indicators or general
quantitative properties. Model concepts are already
abstractions from those quantitative concepts. Theo-
retical concepts in Figure 3 are elements of a theory
that is currently under development. The research

task is the harmonisation of the two mappings f
(c,q)
(c,m)

and f
(c,t)
(c,m). This harmonisation can be based on the

mappings for supporting resources f
(s,q)
(s,m) and f

(s,q)
(s,t)

if some commuting diagram properties are valid for
model concepts and the model.
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Figure 6: Models as integrating and mediating instrument
for data science

We thus use the model as some kind of twofold
medium which has ‘Janus’ head behaviour: it is both
(I) a view of the theory-offer and (II) a view of the
theory. It is (i) a model for the theory offer as a
reflective “epistemic thing” [21] of discovery and a
presupposition and (ii) a model of a theory as a spe-
cific viewpoint representation. It thus comprehends
what has been developed for theory offers and sup-
ports explanations of the theory. The development of
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a model has however also a feedback turn both on the
theory offer and the theory. The model is then at the
same time an instrument, a mediator, a companion, a
middle, and a medium [5]. The model thus becomes
an investigation instrument.

4.2 Evidence-Based Reasoning in Data Sci-
ence

Let us finally discuss an obstacle of quan-
titative research that results in some obsti-
nacy of models. Theory and model develop-
ment are in both cases evidence-based due to
the way how they are derived from proxies.
The O(bservation)-C(laims/Hypotheses)-E(vidence)-
R(easoning) pattern [7] starts with some observa-
tions and detection of hypotheses about these obser-
vations. Hypotheses are transformed into claims and
research questions that form a research agenda. Ev-
idences are then either systematically elicited from
data, from previous investigations, or from the belief
and knowledge space. Reasoning should then connect
evidences to the claims. The results is some kind of
Bayesian formulas representing the claim with the ev-
idence. Evidence-based reasoning combines therefore
inductive and abductive reasoning. It is enhanced
by Occam’s razor approaches [19] that allow to fi-
nalise the model development. It can be combined
with Solomonoff induction [24] that enhances a re-
sult (1) by conduction of experiments that will test
the claims and (2) by provisionally accepting the
claim if the experiment confirms the claims. The
reasoning schema follows the induction/abduction-
retrospection-observation concepts-theory offer pat-
tern. It can be combined with Epicurus’ principle
of keeping multiple explanations that allowing con-
sideration of several models and theories as long as
they are consistent with the observations.

OCER pattern are the basis for evidence-based
proxy reasoning (e.g. in the CRC 1266 [1]) that fol-
low positive evidences. Evidence-based reasoning is
based on the following principles:

1. Models represent only acceptable possibilities
(each model captures a distinct set of possibilities
to which the current description refers) which are
consistent with the premises and the knowledge
gained so far what makes them intrinsically un-
certain because they mirror only some properties
they represent.

2. Models are proxy-driven (the structure of the
model corresponds to the proxies it represents.
They might also include abstractions such as
negation.

3. Models represent only what has been observed
and not what is false in contrast to fully explicit
models (that represent too what is false).

4. The more proxies that are considered, and the
richer those models are, the more accurate the

world view is.

5. We use pragmatic reasoning schemata (e.g. A
causes B; B prevents C; therefore, A prevents
C).

Evidence-based reasoning thus makes a difference be-
tween deterministic conclusions (A cause B to occur:
given A then B occurs) and ordered sets of possibili-
ties (A enables B to occur: given A then it is possible
for B to occur).

5 Conclusion

Models are one of the main instruments in science and
technology. They support reasoning in various forms,
e.g. by systematic revisable modelling based on data
and as an associated collection of models;

This paper develops an approach for development
of fully fledged models (a) with extrinsic parts similar
to usual (normal) models and (b) with intrinsic parts
which are typically hidden in the modelling approach,
in the background and context of the model, and in
the intentions behind the model. While making this
explicit, we are able to use a model as a problem de-
scription and to compute the solution of the problem
under consideration directly from the model. The
paper presents the first part of this solution. The
development of corresponding tools is the topic of a
forthcoming paper.

The presented layered approach should not be ap-
plied as a 1-2-3-4-5 waterfall sequence of activities.
Rather, model development and model utilisation use
an evolutionary approach that returns to previous
steps whenever sufficiency characteristics of models
become problematic within the application domain.
The layers can however be considered as phases of de-
velopment. We notice that our layered approach also
supports model revision and model evolution. It can
also be used for model migration and model reengi-
neering. The layered approach seems to be combin-
able with modelling cultures, e.g. those that can be
observed for our first case study [14]. Figure 5 rep-
resents the ‘greenfield’ or glassbox development with
model development from scratch. A similar picture
can be given for ‘brownfield’ model development, i.e.
model redevelopment, revision, and migration. Black-
box model representation uses only the first and the
last layers.

The layered approach is based on a separation of
concern within an initialisation layer, within an in-
trinsic and this implicit setup layer, within an extrin-
sic and thus explicit source reflection layer, within
an operational customisation layer, and finally with a
model delivery layer.

We conjecture that a similar layered approach can
be developed for model utilisation. The layers will
be different but oriented on the usage of a model
as an instrument. It can also follow the solution
story initialise-prepare-investigate-do-deliver that is
used for layered model development.
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The main result of the paper is a systematic ap-
proach that closes the gap between theory offers and
theories in data science. The approach is based on the
mediating function of models between theories and
theory offers.
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Abstract. Modelling is an essential part of information systems development. Mod-
els are used for communication between interest groups and inside development
teams. Models are also used for transferring baseline artefacts between develop-
ment phases. Models are mainly developed by humans, which represent certain
cultures - national, enterprise, professional, team, project etc. Because of that we
claim that models, as well as many other information systems related aretfacts are
culture dependent. The models are born in certain context and these must be also
interpreted by taking the original context into account. In our earlier studies we
have analysed the effect of culture in information systems development: culture
related aspects in general level, in information search and interaction and in web
information systems. These studies acts as a basement for this paper having focus
in modelling. Because of that we shortly answer to the question ”How cultures dif-
fer from each other”. This reviews and synthesisis generally accepted frameworks
for cultural analysis. In addition we shortly open the results of our earlier studies.
Because modelling is a human activity, as well as information systems are used by
humans, we feel important to build a model of humans in information systems de-
velopment an use context. The findings of culture analysis are transferred to mod-
elling practices via our framework that defines model as an instrument transferring
elements of its development context to the models - we discuss about the roles of
normal models, deep models and modelling matrix. Finally we will concentrate
in the problems of cross-cultural modelling using selected national cultures as an
example.

Keywords. culture-dependence of modelling; deep model, modelling matrix;
multi-cultural system development;

1. Cultural Differences

1.1. The Layered and Dimensions Approaches

G. Hofstede [12] defines culture adapting the layered structure of Maslov pyramide (Fig-
ure 1). He uses the term “mental program” to describe the characteristics of each layer.
The lowest level - operating system - is common for all humans. The second layer -
collective program - is learned and remains same in a collective group of people and
indicates the culture. The “onion model” on the right side of the Figure 1 describes the
main elements of the culture. Values are the core of the culture. Rituals are collective

1hannu.jaakkola@tut.fi
2thalheim@is.informatik.uni-kiel.de
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Figure 1. The layered structure of culture

activities that are essential in a culture and indicate the membership of the group. Heroes
are highly prized examples in a culture and indicate positive values of it. Symbols are
words, gestures and objects that are common for those share the culture. Practices are
manifestations of all other elements of a culture.

R. Lewis [21,22] applies the pyramid model in his culture analysis (Figure 2). As
seen in the Figure the culture layers between Finland and Germany are different. Both
countries in Lewis’ classification (discussed later in this paper) are close to each other
and belong to the group of linear-active and data-oriented cultures. In spite of that, the
values and core beliefs - the core of the culture - are different.

Figure 2. Values and core beliefs of Finland and Germany according to [22]

In our paper [17] we have introduced three methods to be used in recognizing cul-
tural differences cultural differences: the 6D model of Hofstede, Lewis “triangle model”
and Hall’s high/low context culture model. In addition to these there are several other
ones; most of these overlap with the former ones and do not provide additional value to
the analysis. Figure 4 illustrates the classification principles of Hofstede’s model.

The model of Hofstede basis on the analysis of six cultural dimensions [11,12]:

• Power Distance (PDI): the extent to which power differences are accepted.
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Figure 3. The Hofstede 6D model [11]

• Individualism / Collectivism (IDV): the extent to which a society emphasises the
individual or the group.

• Masculinity / Femininity (MAS): refers to the general values in the society - hard/
soft values.

• Uncertainty avoidance (UAI): refers to the extent that individuals in a culture are
comfortable (or uncomfortable) with unstructured situations.

• Long-term / Short term orientation (LTO): refers to the extent to which the de-
layed grati?cation of material, social, and emotional needs are accepted.

• Indulgence / Restraint (IVR): acceptance of enjoying life and having fun vs. con-
trolling the life by strict social norms.

The country comparison tool3 provides access to the database collected by Hofstede
during the decades. The data covers culture values of most countries in the world. The left
side of Figure 4 indicates the similarity of Finland and Germany. Meaningful difference
is in LTO and MAS values, slight difference in IDG. The German work to reach results,
which are more long-range than the Finns (LTO). They appreciate material values more
than Finns (MAS) and live in the atmosphere, which is more puritan than in Finland
(IVR).

1.2. Interaction and Collaboration

The Lewis’ model [21,22] focuses in analyzing interaction and collaboration activities of
people. The nationalities locate in the corners and sides of a triangle. The corners repre-
sent the basic stereotypes: linear-active, multi-active and reactive. Linear-active cultures
are data oriented (decisions are based on facts and official sources) and can be descried
by terms cool, factual and decisive planners. Reactive cultures are “listeners” - they base
their behavior in more rich base of information sources (oral information from social
networks, family, friends, ...) than people in data oriented cultures do. In communica-
tion they are not active members of the interaction; listening and reacting is typical to
them in dialogues. Terms courteous, amiable, accommodating, compromiser and good
listener describe people in reactive cultures. They are also usually members of collective
cultures in Hofstede’s classification. Multi-active cultures are dialogue oriented. Like

3https://www.hofstede-insights.com/product/compare-countries/
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Figure 4. The Lewis’ triangle model (modified from [21])

people in reactive cultures they use rich set of information sources, but especially prefer
oral information. Multi-active characteristic means doing several things at once, being
extrovert and being active member of dialogues. Terms warm, emotional, loquacious and
impulsive describes them.

1.3. Context Dependence

The Hall’s [9] model divides cultures according to the importance of context recognition
in communication. Context means the extent of “wordless” communication included in
the messages. High importance of context in communication indicates the importance
of the membership in a collective group - i.e. collectivistic group culture in Hofstede’s
classification. In high context cultures, the meaning of the message relates to the context
in which it is presented. The group members know a variety of details included in the
message without explicit messaging. The low context cultures are opposite. These cul-
tures prefer punctual and clear messaging. All information is clearly included in the mes-
sage and need for knowing the context is minimal. Low importance of context indicates
highly individualistic society in Hofstede’s classification. Finland, as well as all Scandi-
navian countries, and Germany belong to the category of low context cultures; Japan and
Arab counties instead are typical high context cultures. Somewhere in the middle of the
continuum are USA and England, in which it is also typical to use words and sentences
with hidden meaning.

1.4. The Storyline of the Paper

In this paper we start with an investigation whether cultures have an impact on models,
i.e. on model development and model utilisation. Models can, for instance, be used as
a means for communication. A hypothesis could be that models are a stability kernel
among different people. The opposite hypothesis states that models are culture depen-
dent. Section 2 discusses the relationship between modelling and cultures. Section 3 in-
troduces a general model notion and a separation between the normal model and the deep
model. We illustrate the cultural dependence for different kinds of schemata. Section 4
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investigates the cultural differences for modelling styles. It is shown that the models de-
veloped in different cultures might also be different although the application is the same.
Culture thus determines how models are developed and how models are used.

2. Cultures Influence Human Modelling Activities

2.1. Modelling is Different Worldwide

While zapping through textbooks from different countries on database analysis, design,
and development we observe that the same topics and the same application tasks result
in rather different database schemata. So, what causes these differences? What styles
are preferred where? Under which circumstances one model is better than the other?
Which detailedness is the best? Shall we concentrate on typical structures only? How
exceptional cases are handled?

We observe also different modelling pattern and styles beside language differences
(ER-like, UML. ORM, NIAM, IDEF, etc.). Students who got first lectures in object-
orientation develop completely different schemata than those who got introduced to func-
tional or procedural paradigms. Some companies like Ploenzke or SAP have a completely
different way of representing the same application.

Moreover, the same language paradigm is often modified and extended. For instance,
there are more than 50 extensions of the entity-relationship approach. Most of them are
actually incompatible. Many modelling languages exist in a large variety of dialects what
makes knowledge transfer and communication difficult. One reason might be that the
ways of thinking, of modelling, of controlling, of working, and of supporting are different
in different communities and thus result in different environments and thus in different
cultures. Another reason might be the insufficiency of a language. In this case, we can
use language pluralism and develop model suites [29].

Modelling might also follow different paradigms and postulates. It might use differ-
ent not combinable theories. Modelling is biased by the developers and their educational
and professional background [33]. It is typically laden4 by concepts that are to be rep-
resented, by its community, by the context into which the model is set, and by the way
of utilising a model. If we compare these factors influencing modelling with the culture
notion then we realise that all these factors are culture-driven.

So, we may conclude that organisation, professional, educational, and finally na-
tional cultures influence the outlook, the content, the adequacy and dependability of a
model. It is not only the behaviour of people that is governed by the cultures but also the
development and utilisation of tools that is governed by the culture. Models are instru-
ments that are used in utilisation scenarios. Communication is one of the main scenarios.
Models are used similar to utterances in natural languages in this scenario.

2.2. Culture Sensitivity in Information Systems Development

We have handled the topics related to information systems (IS) development in multi-
cultural context in several papers. The papers handle information systems development
from different points of view. Culture related aspects affect in both the development and

4This concept has been considered in detail by H. Kangassalo (and J. Palomäki) in the EJC’15 keynote
“Definitional conceptual schema - The core for thinking, learning, and communication” at June 11, 2015.
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the use of IS. The development work is made in multi-cultural distributed teams, in which
it is important to recognize the dynamics of the team in decisions related organizing the
work, leading the team and managing the development project. Transfer towards cloud
based ecosystems and web information systems (WIS) makes recognition of the end-user
base more difficult. In requirements engineering phase we have more and more often
“faceless” clients from different cultures and from different parts of the world that must
be served by the WIS [15].

Our earlier studies cover general aspects in IS development [14], information and
query-answer related aspects [17] and web information systems design related aspects
including database design and conceptual modelling [16]. These papers provide a “hand-
book” type list of findings to support IS development in multi-cultural context. Our
analysis applies the interpretations of human behavior using Hofstede’s dimensions and
Lewis analysis. It also acts as an evidence to the applicability of culture analysis and
stereotyping methods to guide IS development for multi-cultural context. The realization
of the findings is included in the requirements engineering phase, which transfers them
to non-functional requirements in the requirements specification of the IS.

We have approached the topic via Hofstede’s and Lewis’ models. Hall’s model pro-
vides some new aspects to the analysis, which are worth of more studies. Low context
cultures are tended to demand exact communication. Our hypothesis is that IS develop-
ment in such cultures indicate clear and unambiguous user interface, whereas high con-
text cultures are tended to accept some ambiguities and complexity in it. Low context
indicates linearity, high context multi-activity.

2.3. Information Systems Modelling and Culture

In IS projects models are means for communication - transferring duties and work items
trough the life cycle of the IS and supporting interaction between the interest groups. We
defined modelling to be a kind of solution to the problems of communication. Modelling
languages are culture independent unlike natural languages. However, our hypothesis is
that the use of them and the structure of the models indicates culture of its user. In IS de-
velopment models transfer system related knowledge between interest groups. Because
most of the modelling techniques used in practical work are semi-formal, the lacking ex-
actness opens door for misunderstandings. In addition the sender’s and receiver’s ability
to interpret the model may vary; one of the reasons is culture. Interpretation of the mod-
els is also context sensitive (i.e. in different contexts the interpretation may vary). The
model itself is a construction of concepts and individuals according to their internal con-
cept handling mechanism interpret it. In our paper [13] we introduced a hypothesis that
also this mechanism is culture dependent - that what a Finn finds in a (conceptual) model
would be different to the findings of a German or Japanese. In the same paper we have
listed problems related to communication and collaboration in multi-cultural context: (1)
behavioral patterns of people are different, (2) concept creation and handling is different,
(3) language of communication is different, (4) communication includes opportunity to
serious misunderstandings and (5) transformations (transferring the message from one
language to other) may change the meaning of the message. All these problems fit to IS
modelling, too.
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2.4. Modelling of a Human Being, Team Dynamics and Organization Culture

In culture adaptable information systems development context there have been efforts
to model its user. In adaptable IS the system includes a model of the user. If this “user
model” is equal to the real behavior of the user, the system may adapt its operations ac-
cording to the expectations of different users. In culture adaptable IS this model includes
culture related factors.

One of the best-known model is MOCCA environment developed by K. Reinecke
[27]. MOCCA is an application that can adapt ten different aspects of its UI with 39366
combination possibilities altogether. MOCCA acts also as an example of the technical
implementation of the flexible user interface in information systems design. The user
model takes into account the cultural background of the user including user’s cultural
adaptation because of the influence of foreign cultures. The user profile basis on the fol-
lowing parameter: MAS, UAI, PDI, LTO, IDV, year of birth, political orientation, so-
cial structure, religion, education level, familiarity to certain form of education, com-
puter literacy and gender. External dependencies cover nationality of the person, his/her
mother’s and father’s nationality and language skills (mother tongue, foreign languages).
Dynamics of the model basis on the former length of stay under the effect of the foreign
culture.

M. Phaedra and M. Permanand [26] have introduced a student model that takes into
account his/her demographic factor values. The person (student) has simple arguments:
identification, age and gender. The dimensions of the model fall into five categories that
describe particular contextual categories: geographical aspects, religion, ethnic back-
ground, education level (including school - note the importance of school as a root of an
important source of information in dialogue oriented and reactive cultures), and particu-
lar physical environment settings and terrains. External properties cover - as in MOCCA
- parent data including their occupation (social group) and native language. The model
does not include any aspects creating dynamics, if changes in the parameter values not
counted. The model neither includes any cultural factors derived from stereotype models.

G. Dafoulas and L. Macaulay [6] have modelled the dynamics of multi-cultural vir-
tual software development teams. The model lists a variety of factors that to take into
account in management of the team and organizing the work in it. They emphasize that
each individual is a member of multiple cultures (Cultural profile category): one or more
national/ethnic cultures, one or more professional cultures, a functional culture, a corpo-
rate culture, and a team culture, among others combined to individual (personal) char-
acteristics. They have seen, especially in multi-cultural distributed teamwork the impor-
tance of professional and functional culture: “software professionals worldwide belong
the computing subculture, which is stronger than any other culture”. A Russian soft-
ware engineer (professional culture) would be more similar to an American peer than
to a Russian marketing manager (functional culture).The model of cultural dimensions
in virtual software teams does not specify the properties of an individual (professional)
but a roadmap to manage the team. Human resources category includes PDI, UAI, IDV,
time difference between members, trust level between team members, concept of space
(Lewis) and material power (goods that create or indicate power). The required skills in-
teract with human resources. The required skills category covers communication skills,
participation activity, leadership, conflict resolution, problem solving, decision-making,
goal setting and motivation. Team development category covers the improvement of re-
quired skills by taking into account first the team profile (diversity level), the role profile
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(preferences) and finally task profile (requirements); the improvement is a continuous
iterative process. Although this model belongs more into the category of “management
and leadership models” it points out important aspects that indicate personal properties
to be included in the model of a software engineer.

Our paper [14] includes a simple user model structured as a mind map. This model
indicates the important factors of an individual to be taken into account in developing
adaptive information systems. The personal properties category of the model covers per-
sonality profile (nine general factors and three dialogue preference related factors), work
profile (six factors) and education profile (three factors). The portfolio category includes
task related parameters, user involvement description, type of collaboration and restric-
tions to take into account.

E.G. Blanchard et al. [5] use very similar approach in their conference paper re-
lated to intercultural communication. They have found a remarkable (literature based)
evidence which shows that the way people interpret and react to their environment sig-
nificantly differs from one culture to another and that wide range of human activities and
situations influenced by culture. In spite of that, the human-related technologies have
not accounted for culture. Western context dominates in design and solutions, which are
tested and validated on Western samples. In their paper Blanchard et al. (2013) introduce
a simplified conceptual model of intercultural communication. Cultural elements concept
class in the model covers cognitive cultural elements and cultural non-verbal commu-
nication (body language) related aspects. Non-cultural (innate) elements concept class
includes behavioral primitives (gestures, postures, facial expressions) and some innate
non-verbal communication elements. Additional concept classes cover the role of con-
text, culture and cultural group, enculturated individual aspects, cultural group cohesion
and a variety of descriptors.

B.S. Parumasur [25] handles the problems related to organizational development
(OD). The paper states that American and European consultants have developed most of
the OD practices. Because of that, cultures collide in different cultures. Contextualized
and customized approach is needed: The skills readiness acquired at school varies (ab-
stract thinking, team skills, entrepreneurship, technical, language, ...), motivation factors
vary between cultures (emergent/mature), gap to the welfare plays an important role.
In all change and improvement processes gap between local values and proposed in-
terventions must be recognized. However, the evolution of the political and economic
climate changes the values rapidly; globalisation leads to adoption of foreign influence
(see [27]). The paper concludes to a model, which indicates organisation’s readiness to
changes; the model applies Hofstede’s 6D model in the following way. PDI: High PDI
indicates acceptance of social and economic gaps, acceptance of inequality, acceptance
of centralization, valuation and respect to authorities and hierarchical relationships. In
high PDI cultures close supervision is needed. PDI indicates also suitability of participa-
tive / non participative decision making. Large PDI is associated with collectivism and
(lower national wealth), small to individualism (and greater national wealth). UAI: High
UAI indicates resistance to changes. Combined with high PDI it reflects the responsi-
bility of an organization instead of individuals. UAI links to formalization, the need for
formal rules and specialization. IDV: IDV indicates the acceptance of person level ben-
efits (salary differentiation based on productivity) and the importance of interpersonal
relationships. High IDV leads to a need to explain every act in terms of self-interest. IDV
relates also to the directness / informality of feedback (performance improvement vs. de-
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stroying the harmony in certain conflict situations) and the aim to avoid face loosing (in
a group. MAS: Masculinity relates to career advancement and salary vs. social aspects
of work. It indicates also differentiation of gender roles. Relatively high MAS and Weak
UAI justifies the high level of achievement motivation.

2.5. Revisiting Cultural Studies

The different approaches to dimensions of cultures have been combined, systematised,
and generalised in [17]. The result is a 11-dimensional Kiviat graph in Figure 5. The
dimensions could be used to derive guidelines for web information system development
what has been illustrated by the dimension values for Finland, Germany, and Japan.

Figure 5. The Kiviat graph of the cultural dimensions of people

The graph can be extended by dimensions from other culture models. Instead we can
use this combination also for derivation of other properties. The models by Hall, Hof-
stede, and Lewis cannot be solely considered. Additionally, combined properties cannot
be derived. For instance, the triangle model [21] does not allow to reason on the cultural
distance. The cultural distance is classically the differences of cultural values and is ex-
pressed as a function of differences in values of some of these dimensions, e.g. Euclidian
or Mahalanobis distances. The triangle model also mixes three dimensions in Figure 5:
the kind of being active, the kind of reacting on the partner and the way how tasks are
performed. If we compare the distances between German and Japan people from one side
and between Japan and European Russian people then first one is small in the triangle
Lewis model whereas it is larger in Figure 6. The distances between Northern German
and Japan people and between Japan and European Russian people in Figure 6 match far
better with observations in normal life.
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Figure 6. Three-parameter space of cultural dimensions with distances

So, the eleven dimensions in Figure 5 provide a better means for supporting also
cross cultures. They can be easily extended by Victor’s model [23]. Since some of the
dimensions are important for some aspects and not relevant for others, we can use views
for these aspects. For instance, if we concentrate on the communication and interaction
level then the Lewis triangle or the three-dimensional characterisation together with high
and low contexts should be taken into account. Models are also developed for commu-
nication scenario. Therefore, we can abstract from Hofstede’s approach in this case. If
we consider however the modelling activities then Hofstede’s dimensions become more
central.

3. Models and Modelling

3.1. A Model is an Adequate and Dependable Instrument

Modelling is a topic that has already been in the center of research in computer engineer-
ing since its beginnings. It is an old subdiscipline of most natural sciences with a history
of more than 2.500 years. It is often restricted to Mathematics and mathematical models
what is however to much limiting the focus and the scope.
A model is a well-formed, adequate, and dependable instrument that represents origins
[31,32]. Its criteria of well-formedness, adequacy, and dependability must be commonly
accepted by its community of practice within some context and correspond to the func-
tions that a model fulfills in utilisation scenarios.

As an instrument or more specifically an artifact a model comes with its background,
e.g. paradigms, assumptions, postulates, language, thought community, etc. The back-
ground its often given only in an implicit form. The background is often implicit and
hidden.

A well-formed instrument is adequate for a collection of origins if it is analogous
to the origins to be represented according to some analogy criterion, it is more focused
(e.g. simpler, truncated, more abstract or reduced) than the origins being modelled, and
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it sufficiently satisfies its purpose. Well-formedness enables an instrument to be justified
by an empirical corroboration according to its objectives, by rational coherence and con-
formity explicitly stated through conformity formulas or statements, by falsifiability or
validation, and by stability and plasticity within a collection of origins. The instrument is
sufficient by its quality characterisation for internal quality, external quality and quality
in use or through quality characteristics such as correctness, generality, usefulness, com-
prehensibility, parsimony, robustness, novelty etc. Sufficiency is typically combined with
some assurance evaluation (tolerance, modality, confidence, and restrictions). A well-
formed instrument is called dependable if it is sufficient and is justified for some of the
justification properties and some of the sufficiency characteristics. Models are used in

Figure 7. The model as an instrument that is adequate and dependable for its driving directives (origins, profile
(functions, purposes, goals), community of practice, context) within its background (grounding, basis) and that
properly functions in utilisation scenarios as a deputy of its origins

various scenarios, e.g. communication, perception, system construction, analysis, fore-
casting, documentation, system modernisation and optimisation, control, management,
and simulation. Let us in the sequel concentrate on the first scenario.

3.2. Database Modelling and Cultures

We already developed a number of stereotypes for database schemata [15]:

(a) strictly hierarchical (ER-like) database schemata,
(b) schemata with local viewpoints that reflect the needs of some stakeholders

(local-as-view approach),
(c) variants of XML-schemata, Bachman diagrams,
(d) sets of local database schemata with the requirement that the corresponding

database schemata is simply the union of the set (global-as-view based on local
viewpoints),

(e) sets of personalised views based on local database schemata with some kind of
coherence constraint among all views (rigid global-as-view) etc.

These schema stereotypes ca directly be associated with stereotypes as shown in table 1.
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Table 1. Cultural stereotypes, kinds of database schemata that are potentially preferred, and potentially useful
database schema stereotypes [15]

Cultural stereotype Preferences Schema
High Power Distance completely specified and well-formed, easy to understand and persis-

tent database schema
(a)

Low Power Distance freely configurable database schemata that is adaptable to current
needs and preferences

(d)

Individualism my own database schema according to my and only my preferences
(work profile, education profile, personality profile, security profile)

(e)

Collectivism commonly agreed database schema reflecting all elements within a
group according to the collaboration style

(b)

Masculinity restriction to essential elements and only those, strict structuring (a)
Femininity schema with additional and optional elements, with exploration op-

portunities, personalised schemata
(e)

Uncertainty avoid-
ance

complete schema with all elements, hierarchical structuring, more lin-
ear, well-scoped sub-schemata with simple reference to main schema

(a),(d)

Uncertainty tolerance extensible schema, flexible schema style, web-like schemata (c),(e)

Long-term culture all potential elements are reflected as well as all viewpoints, focused
(oil stain) schemata

(a), (b)

Short term culture handy schemata depending on current use and smooth integration of
them, decomposable schemata

(e)

Indulgence schema with a central part containing all necessary elements and fur-
ther elements that might of use in future

(e),(c)

Restraint puritanical schemata without any non-essential elements (a)

Linear-active culture schemata with step-wise exploration of all its aspects (b)

Multi-active culture different variants of the global schema for parallel integrated work (d),(c)

Reactive culture completely fledged schemata with all details and views for later work (d)

3.3. The Normal Model, the Deep Model, and the Modelling Matrix

Model development is typically based on an explicit and rather quick description of the
‘surface’ or normal model and on the mostly unconditional acceptance of a deep model
[18]. The latter one directs the modelling process and the surface or normal model. Mod-
elling itself is often understood as development and design of the normal model. The
deep model is taken for granted and accepted for a number of normal models.

The deep model can be understood as the common basis for a number of models.
It consists of the grounding for modelling (paradigms, postulates, restrictions, theories,
culture, foundations, conventions, authorities), the outer directives (context and commu-
nity of practice), and basis (assumptions, general concept space, practices, language as
carrier, thought community and thought style, methodology, pattern, routines, common-
sense) of modelling. It uses a collection of undisputable elements of the background
as grounding and additionally a disputable and adjustable basis which is commonly ac-
cepted in the given context by the community of practice. Education on modelling starts,
for instance, directly with the deep model. In this case, the deep model has to be accepted
and is thus hidden and latent.

This separation into normal model and deep model provides a means to distinguish
two different logical theories behind: entailment or logical consequence for normal mod-
els and semantic presupposition for deep models. The pragmatic presupposition addi-
tionally consider the relation between a model developer or user and the appropriateness
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of a model in a context. Inferences become then context- and scenario-dependent. Mod-
els are thus also evaluated based on their added value and not mainly evaluated based on
their validity or correctness5.

A (modelling) matrix is something within or from which something else originates,
develops, or takes from. The matrix is assumed to be correct for normal models. It con-
sists of the deep model and the modelling scenarios. The modelling agenda is derived
from the modelling scenario and the utilization scenarios. The modelling scenario and
the deep model serve as a part of the definitional frame within a model development pro-
cess. They define also the capacity and potential of a model whenever it is utilized. Deep
models and the modelling matrix also define some frame for adequacy and dependability.
This frame is enhanced for specific normal models. It is then used

3.4. Why Conceptual Modelling is (Not) Acceptable

A conceptual model is an adequate and dependable artifact or instrument that

• is enhanced by concepts from a concept(ion) space,
• is formulated in a language that allows well-structured formulations,
• is based on mental/perception/situation models with their embedded concept(ion)s,

and
• is oriented on a matrix that is commonly accepted.

The conceptual model of an information system consists of a conceptual schema and of
a collection of conceptual views that are associated (in most cases tightly by a mapping
facility) to the conceptual schema [35]. Conceptual modelling is either the activity of
developing a conceptual model or the systematic and coherent collection of approaches
to model, to utilise models, etc.

Conceptual modelling is not in the center of development activities in all countries.
Observing the history of the ER-conferences on conceptual modelling for three decades,
we discover that it is still a central and attracting topic in Europe with a movement from
North to South over three decades, did not change in Middle East, lost its attraction in
Northern America and partially also Southern America, and has not been a central issue
in the rest of Asia. So, one might ask why this attention and changes happened. One
answer could be the loosing interest and importance in this approach. Another answer
could be however that development is based on rather different styles in different coun-
tries, i.e. is culture-dependent. A third answer might be that models are latent and not
explicitly stated what is also culture-dependent.

4. Cultures in Modelling

4.1. Models, Languages, and the Background

P.P. Chen [3] made the observation that the entity-relationship modelling language fol-
lows specific construction rules of the Old Egyptian and the Chinese language. This
modelling language can only represent simple English sentences. Later, [10] could show
that the extended ER modelling language HERM [28] covers the main categories in the
English language. So, languages enable and hinder modelling.

5“All models are wrong. But some of them are useful.” (often cited as a phrase by G.E.P. Box [2])
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The background and especially the grounding are often incorporated into the deep
model that is not explicitly communicated. For instance, the grounding for informa-
tion system models includes DBMS and CE paradigms and postulates, set seman-
tics, database theory, DBMS solution layering, DBMS technology (theory and cul-
ture), graphics and diagrammed canonical representation, ER canon, data-first-methods-
second paradigm, database-approach-as-guide, etc. The basis of the model house in Fig-
ure 7 includes also a number of specific assumptions and commonly accepted practices.
For instance, database modelling can be based on specific extended ER language, hid-
den basic types, views as derived (algebra) expressions, concept fields, extended ER
thought style, parametric generic concept field, Indo-European utterance composition,
extended ER development methods, extended ER heuristic rules, transformation tech-
niques to other deep models, and extended ER tools. Additional assumptions are Salami
slice tactics, the believe that functionality comes later, a rigid separation into firstness of
syntax and secondness of semantics, visualisation, well-formedness (including lazy nor-
malisation), extended ER pattern, reuse of experienced solutions (as exemplars), and flat
two-dimensional schema representation. Global-as-design is commonly accepted in the
database community. The global schema is the main result. Views are then defined on top
of the schema by algebraic expressions in oder to cope with user viewpoints. Global-as-
design has its limitations. The combination with local-as-design, e.g. for BPMN diagram
suites, becomes rather difficult.

The language as an essential part of the basis, the grounding and also the other
choices in the basis are acceptable in one community of practice and might be completely
unacceptable for others. So, the deep model and partially also the matrix are part of the
cultural setting. It is often claimed that the organisation and education cultures rule this
setting. The other dimensions of culture [14] are, however, not less important.

4.2. Models as a Sufficient and Necessary Means of Communication

Communication or exchange of data/knowledge/information is one of the main scenar-
ios where models function as a content that is communicated. Models support learning,
description, prescription, prognosis scenarios as well. Communication involves several
partners with their own background and culture and is based on a relationship between
these partners. Each of these partners also interprets the model in a specific way based
on hidden background and the specific treatment of the four directives, i.e. presupposes
a specific conditional framework against which the model makes sense. The explicit part
of the model is the normal model. The implicit or pragmatic part is the deep model. The
matrix of the model combines the deep model and the specific ways of model usage ac-
cording to the considered scenarios. We shall see in the sequel that the pragmatic part is
interwoven with the culture.

Models for communication must follow felicity resp. appropriateness conditions, i.e.
conditions on well-formedness. Models and especially representation models must be
developed on the principles of visual communication, of visual cognition and of visual
design [15,24,30]. The culture of modelling is based on a clear and well-defined design,
on visual features, on ordering, effect, and delivery, and on familiarity within a user
community.

The meaning of models is typically combining four parts: (1) the literal model mean-
ing (“what is said”), (2) the conveyed model developer meaning, (3) the model user
meaning, and (4) and the implicated meaning (“what is implicated”). The implicated
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meaning might be conventional or non-conventional. Non-conventionality of models in-
cludes what is the implicated content within the model and what has been left aside
(non-conversationally). The first one can be general or particular. These different kinds
of model content influence the model informativeness. The first part is triggered by the
meaning of the model constructs and the model design as a statement. The second, third
and fourth meanings are human related and thus depend on the culture of the people
involved. The model itself should have a holistic interpretation.

Models in communication scenarios have to follow general principles and a set of
rules called maxims of model communication. They are, in general, communication
implicatures from [7,8].

Cooperative principle: Make your model such as is required, at the stage at which it
occurs, by the accepted purpose of the model within the communication scenarios
in which it is are deployed. This general principle has several sub-principles called
“Maximes of Model Communication”
Maxim of quantity: Make the model as informative as is required for the cur-

rent purpose of the model do not make the model more informative than is
required.

Maxim of quality: Try to make model as valid as possible do not incorporate
aspect that are invalid. All constructs need an adequate evidence.

Maxim of relation/relevance: The model and all its elements must be relevant.
Maxim of manner: The model should be parsimonious and perspicuous, i.e. eco-

nomic and well-formed. Any obscurity of expression and ambiguity are
avoided.

Implicated maxim of efficiency: The maxim of quantity requires that a model should
be sufficient for an understanding by the model user (I(nformation)-principle [20].
From the other side it requires that the model should contain all necessary elements
for an understanding by the model user (R(elevance)-principle). The model repre-
sents as much as the modeller can and must. The M(odality)-principle assumes that
non-normal, non-stereotypical situations by the model that contrast to normal situ-
ations are given in an explicit and understandable form. The P(recision)-principle
requires that a model is only at a precision level according to purposefulness. The
B(revity)-principle prefers smaller models over longer, complex ones even though
it has to be interpreted in a vague way. In some cases, vague models might serve
better its function.

These maxims are explicitly stated by the sufficiency characteristics which allow to eval-
uate the quality in use, the external quality and the internal quality. Based on the mod-
elling style we are able to reason on negation. A typical, however, often impractical ap-
proach with the strongest interpretation is the closed-world assumption in modelling that
allows to conclude about the meaning of missing parts in the model. This assumption
follows [4] (“Dire et ne pas dire”). The maxim of efficiency is often based on ‘hidden’
sub-models (called in the sequel ‘deep model’) which are taken for granted within a
context and background by a community of practice.

We observe that these maxims are accepted in different cultures in a different way.
So, the pragmatics of models depends on the culture. Moreover the deep model is gov-
erned by this pragmatics. The principles cannot be satisfied at the same time. Which
principle is preferred also depends on the community of practice and thus on their culture
imprinting.
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4.3. Cross-Culture in Modelling

The adequacy of models has been handled in a strict or flexible way. Some model notions
require a mapping property as a strict form of analogy. At the same time truncation or
abstraction is required instead of focus. Also well-formedness is often taken more toler-
ant. Purposefulness is however commonly accepted. A similar observation can be made
for dependability of models which is often only implicitly assumed. All model notions
analysed in [34] use an implicit deep model that is undisputable. A rather surprising dif-
ference is the explicit statement on quality characteristics which have to be satisfied. At
the first glance it seems that the list is random.

Let us, however, analyse6 the German database or information system books which
are often used for teaching and papers and books from US where the first are published in
the ER conferences since 1992 7. We observe that there are common properties applicable
to both. There are also properties than can be only observed for one side. some properties
are out of scope or out of style although they are important for information systems.

To make these different style more clear we shall use Lewis’ horizons of communi-
cation [21] in Figure 8. There are general properties that are commonly accepted by the
two communities. There are also properties that are out of style or out of scope. There are
also typical German and US properties that can only be observed for one of the commu-
nities. For instance, the US approach to development is often based on an 80:20 princi-
ple, i.e. the schema is left open for further development. The normal case is mainly con-
sidered. The opposite is observable for the German style. The schema must be complete.
Whatever is not explicitly stated in the schema is not relevant in the application.

Therefore, cross-culture projects often result in a complete mismatch although the
orientation to global-as-design and the deep model are commonly accepted. In oder to
come to a common solution, the principles to modelling must be agreed in advance. This
agreement may start with an agreement of the maxims (of quantity, quality, relevance,
manner) and on the R-, I-, M-, B-principles. According to [1], the choice of the language
is influenced by effectiveness (cost-effectiveness, representation effectiveness), infras-
tructure (especially tools), resource availability, knowledge capitalisation, and - what she
calls - political factors. The latter are cultural factors.

4.4. Deep Models are Governed by Culture

The deep model combines the unchangeable part of a model and is determined by the
grounding for modelling (paradigms, postulates, restrictions, theories, culture, founda-
tions, conventions, authorities), the outer directives (context and community of prac-
tice), and the basis (assumptions, general concept space, practices, language as carrier,
thought community and thought style, methodology, pattern, routines, commonsense) of
modelling.

Let us consider information systems development: The grounding includes DBMS
and Computer Engineering paradigms and postulates, set semantics, database theory,

6These observations only cover partially the specific styles and should be extended with other material as
well. Since we are interested in the general culture-dependence of modelling and not in a complete empirical
study we restrict ourselves.

7A similar observation has been made by M. Bjeković [1] for selection of enterprise modelling languages.
She investigated the role of the purpose in modelling, the choice of modelling languages, and the factors for
preferring one language above the other.
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Figure 8. Modelling styles in two cultures

DBMS solution layering, DBMS technology (theory and culture), graphics and dia-
grammed canonical representation, ER canon, data-first-methods-second paradigm, and
DBS guiding question. The basis can be build on specific an extended ER language, on
hidden basic types, on views as derived (algebra) expressions, on concept fields, on a spe-
cific extended ER thought style, on parametric generic concept field, on Indo-European
utterance composition, on extended ER development methods, on extended ER heuris-
tic rules, on transformation techniques to other deep models, and on ER tools. Typical
commonsense and common practices that are applied are: global-as-design, Salami slice,
functionality comes later, rigid separation into firstness syntax and secondness seman-
tics, visualisation, well-formedness (lazy normalisation), ER pattern, experienced solu-
tions (as exemplars), and an orientation on flat schemata. Deep adequacy uses a specific
analogy, specific focus, specific purpose. Deep dependability is based on arguments from
the origins, on coherence inherited, on a rigid stability, and on sufficiency on the basis
of extended ER quality criteria. The deep model is extended by the four directives: (i)
Perception and situation models with lexicology and lexicography (e.g. an ontology as
cut-out in the concept fields); (ii) a specific communication-oriented profile; (iii) the con-
text typical for current IT or Business Informatics; (iv) the ER community of practice.
The deep model provides the interpretation and the make of the normal model.

We realise that all components of the deep model are governed by the culture of
the community of practice. This culture must be accepted and is the basis for a smooth
communication within this community. The culture includes the acceptance of several
principles: (1) the community uses a common vocabulary (Helsinki principle); (2) the
‘what’ and ‘why’ of modelling is agreed (principled universe of discourse, environment,
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and information system); (3) an individual can have more than one viewpoint, one for
each subject in which he is interested or has to deal with (searchlight principle); (4) all
relevant general static and dynamic aspects, i.e., all rules, laws, etc., of the universe of
discourse should be described in the conceptual schema (100 % principle); (5) a concep-
tual schema should only include conceptually relevant aspects, both static and dynamic,
of the universe of discourse, thus excluding all aspects of (external or internal) data rep-
resentation, physical data organization and access, as well as all aspects of particular ex-
ternal user representation such as message formats, data structures, etc. (conceptualisa-
tion principle); (6) the conceptual schema for an information system in practice can be
perceived as being built up like some sort of onion the inner layer of the onion being
formed by the minimal conceptual schema based on the fundamentals of logic, the ex-
tensions representing the layers of the onion (onion principle); (7) development is con-
centrated on the what about what with paying attention to the how with what we do it
(e.g. conceptual level, external level, internal level) (x-level architecture principle).

4.5. Model Matrices are Driven by Culture

According to [19], a disciplinary matrix consists of (I) symbolic generalizations as for-
mal or readily formalisable components or laws or law schemata, (II) beliefs in particu-
lar heuristic and ontological models or analogies supplying the group with preferred or
permissible analogies and metaphors, (III) values shared by the community of practice as
an integral part and supporting the choice between incompatible ways of practicing their
discipline, and (IV) exemplars for concrete problem solutions similar to Polya’s theory
for puzzle-solving (see also Wittgenstein ‘Game’ [36]). Additionally we consider (V) a
guiding question as a principal concern or scientific interest that motivates the develop-
ment of a theory, and (VI) techniques as the methods an developer uses to persuade the
members of the community of practice to his point of view. So, the modelling matrix
includes the deep model ((I),(II),(III)) which already culture-governed and additionally.

The modelling matrix is a specific disciplinary matrix and consists of the deep model
and the modelling scenarios with specific stereotypes. So it governs the development of
the ‘rest’ of the model development and model utilisation. The agenda is derived from
the modelling scenario and the utilisation scenarios.The modelling matrix thus provides
also a specific understanding of adequacy and dependability of models.

We may now derive specific modelling matrices for information system models —
mainly for the development of the normal model. The matrix is assumed to be correct for
normal models. Normal modelling involves showing how systems and their models can
be fitted into the elements the matrix provides. Most of this work is detail-oriented. The
matrix itself is thus driven by the culture accepted by the community of practice within
the given context.

5. Conclusion

The aim of this paper was to analyse the culture sensitivity of modelling and models.
We see modelling as a human activity and because of that it is as culture sensitive as
human behavior in general. Worldwide we use same modelling techniques and tools,
which for their part unify modelling practices and models. There are also several studies
that criticize the use of tools and practices developed in powerful cultures in foreign

Proc. 28'th EJC, Riga, 33-52



culture context. The kernel of the criticism is that these tools and techniques transfer the
elements of the origin to the culture where these are used. Big gap can be seen between
Western and Eastern cultures, as well as between mature (welfare) and emergent (more
poor) cultures.

In our paper we have approached the topic from the direction of culture analysis in
general level and applying the results of our findings in (cross-cultural) modelling con-
text. A modelling framework — “the model house” — is used as a basic structure. The
role of normal and deep models, as well as the role of modelling matrix are parts of this
framework. Culture dependent aspects in conceptual modelling provide and comparison
of modelling styles of two cultures are used as applications.

Our conclusion is that we found a lot of culture sensitive aspects in modelling. Mod-
els include a lot of “wordless” information that have source in modelling languages. In
this context we want to make analogy to Hall’s high and low context cultures discussed
in section 1 of this paper. Modelling languages — because of the semi-formal character
— leave a lot of gaps to exact specification. This gap includes always some amount of
culture related aspects. In addition normal information system requirements specification
includes a lot of non-functional features that are defined by still less formal language, like
natural language. These features are culture sensitive and also in most cases impossible
to test by normal testing practices and verification; instead of tests human validation is
used - again one culture sensitive step more.
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Christian-Albrechts University at Kiel, Department of Computer Science, D-24098 Kiel

Abstract

The term model is mainly used in two meanings which are considered to be different: a model of a problem
domain as a conceptualisation; a model of a set of formulas as an interpretation in which every formula within
this set is true. A general theory of models has not yet been developed. H. Stachowiak proposes a phenomenal
approach and ‘defines’ models by their properties of mapping, truncation and pragmatics. Meanwhile, a notion of
the model has been developed. At the same time, it seems that there are rather different understandings of model
in sciences and especially Mathematical Logics. Sciences treat models as reflections of origins. Mathematical
logics considers models as an instantiation in which a set of statements is valid. So, mathematical model theory is
often considered to be a completely different approach to modelling. We realise however that mathematical model
theory is only a specific kind of modelling. We show that the treatment of models in logics and in sciences can
be embedded into a more general framework. So, the theory of models is based on a separation of concern or
orientation.

1 Introduction
Modelling is a topic that has implicitly been in the center of research in science and engineering since its begin-
nings. It has been considered as a side issue for long time. During the last 40 years it has gained more attention
and becomes nowadays a subdiscipline in many disciplines. The compendium [TN15] introduces models in agri-
culture, archeology, arts, biology, chemistry, computer science, economics, electrotechnics, environmental sciences,
farming, geosciences, historical sciences, languages, mathematics, medicine, ocean sciences, pedagogical science,
philosophy, physics, political sciences, sociology, and sports. The models used in these disciplines are instruments
used in certain scenarios. So, essentially it is an old subdiscipline of most natural sciences with a history of more
than 2.500 years [Mül16]1. It is often restricted to Mathematics and mathematical models what is however to much
limiting the focus and the scope.

The modelling method is a specific science method that uses models as instruments with certain intention or
goal, e.g. for solving a task. The model represents or deputes origins. The model is used instead of the origin due
to its properties, esp. adequacy and dependability. The modelling method thus consists (i) of the development of
‘good’ models, (ii) of the utilisation of the model according to the goal, (iii) of the compilation of the experience
gained through model utilisation according to the goal, and finally (iv) of generalisation of the experience back to
the origins. So, a model must be well-build for this goal, must be enhanced by methods that support its successful
deployment, and must support to draw conclusions to the world of its origins.

1.1 A Model is an Adequate and Dependable Instrument
A model is a well-formed, adequate, and dependable instrument that represents origins [Tha14, Tha17a].

Its criteria of well-formedness, adequacy, and dependability must be commonly accepted by its community of
practice within some context and correspond to the functions that a model fulfills in utilisation scenarios.

As an instrument or more specifically an artifact a model comes with its background, e.g. paradigms, assump-
tions, postulates, language, thought community, etc. The background its often given only in an implicit form. The
background is often implicit and hidden.

1The earliest source of systematic model consideration we know is Heraklit with his λóγoς (logos). Model development and model deploy-
ment is almost as old as the mankind, however.
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A well-formed instrument is adequate for a collection of origins if it is analogous to the origins to be represented
according to some analogy criterion, it is more focused (e.g. simpler, truncated, more abstract or reduced) than the
origins being modelled, and it sufficiently satisfies its purpose. Well-formedness enables an instrument to be justi-
fied by an empirical corroboration according to its objectives, by rational coherence and conformity explicitly stated
through conformity formulas or statements, by falsifiability or validation, and by stability and plasticity within a
collection of origins. The instrument is sufficient by its quality characterisation for internal quality, external quality
and quality in use or through quality characteristics such as correctness, generality, usefulness, comprehensibility,
parsimony, robustness, novelty etc. Sufficiency is typically combined with some assurance evaluation (tolerance,
modality, confidence, and restrictions). Model functions determine which justification is required and which suffi-
ciency characteristics are important. A well-formed instrument is called dependable if it is sufficient and is justified
for justification properties and sufficiency characteristics.

Figure 1: The model as an instrument that is adequate and dependable for its driving directives (origins, profile (functions, pur-
poses, goals), community of practice, context) within its background (grounding, basis) and that properly functions in utilisation
scenarios as a deputy of its origins

Figure 1 represents a model of the model. The development and utilisation methods form the enabling aspects
of the modelling method. Driving directives are (1) origins to be represented by the model, (2) purposes or goals
or functions of models, (3) the community of its users and developers, i.e. the community of practice, and (4) the
context into which the model is embedded. Models function as instruments in application or utilisation scenario.
Typical functions of models are (a) cognition, (b) explanation and demonstration, (c) indication, (d) variation and
optimisation, (e) projection and construction, (f) control, (g) substitution, and (h) experimentation. A model is not
built on its own. It has an undisputable grounding that has to be accepted. The basis of the model - similar to
the cellar - can however be disputed. Grounding and basis form the background of a model. We observe that the
background is often given only in an implicit form. The same kind of concealment can also be observed for the
utilisation scenario which are implicitly given by sample and generalisable case studies for the utilisation frame.

The model is not simply an image of its origins. The mapping property [Kas03, Mah09, Mah15, Sta73] might
be too restrictive for models. Instead, we use analogy. Models can also be material artifacts. A model can be a
model of another model. Models might follow different structuring and behaviour than the origins. Usefulness and
utility according to goals govern the selection of a model instead of quality characteristics such as validity. Finally,
a model comes with its background. It cannot be properly understood and used if the background is concealed.
Let us distinguish the concepts of goal, of purpose, and function in the sequel. The goal of a model is in general
the association between a current state and the target state that is accepted by stakeholders or – more general – by
members of a community. The purpose enhances the goal by means that allow to reach the target state, e.g. methods
for model development and utilisation. The function extends the purpose by practices or – more systematically – by
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scenarios in which the model is used. A typical scenario is the modelling method and its specific forms.

1.2 Models in Science and Daily Life versus Models in Mathematical Logics
Models in sciences and model theory in mathematical logic are often considered to be completely different issues
[Bal16]. This point of view is correct as long there is no consolidated understanding of a notion of a model. Models
in model theory are instantiations of a set formulas. This set of formulas is satisfied by a model according to a
logical definition frame. The model is a structure that is defined with the same signature as the set of formulas.

So, we might come to the conclusion that there are at least three different understandings of the model. We will
oppose this conclusion in the sequel. It is only true for the Fuzzy or phenomenalistic view.

Models in science typically follow the modelling methods. They may be composed of a number of models and
be based on other models. A model must not be true. It should however be coherent to some extent within its
discipline

The origin in science is not limited to material origins. The origin itself can be virtual or be again a model, e.g.
a mental model. So, the modelling methods may also be iteratively applied.

Models often used in daily life. One kind are metaphors or parables. The typical kind is, however, a pattern for
explanation, negotiation, and communication. Models carry a meaning. It is often debated whether a fashion model
or a diagram or a visualisation can be considered as a specific kind of a model.

The modelling method presented so far is associated with its origins. We might however also use models for
construction of other origins or models. In this case, the model is not generalised but used as a blueprint for another
artifact. So, we observe that the modelling method must be extended.

1.3 Models and their Utilisation Scenarios
Models are used in various scenarios, e.g. communication, system construction, perception, analysis, forecasting,
documentation, system modernisation and optimisation, control, management, and simulation. Let us in the sequel
concentrate on the first three scenarios.

The extended modelling method is embedded into a more general form of activities, i.e. scenarios. The model
itself is used as an instrument in a scenario or a bundle of scenarios which we call usage spectrum. It has a function
or a number of functions in these scenarios. This functioning must be effectively supported by utilisation methods
and is used by members of a community of practice in most cases. For instance, models of situations/states/data are
often used for structuring, description, prescription, hypothetic investigation, and analysis. So, we observe that the
function (or simpler the purpose or the goal) of the model is determined by the concrete way how a model is used.

A model might be oriented towards this community of practice. It can however also represent the scenarios
themselves. It might represent the context of these scenarios, e.g. the scientific or engineering background, the
relation to time and space, the application area insight, and the knowledge accepted by the community. It might also
be oriented to representation of either a situation and state under consideration or a evolutionary change process.

The different orientations is the basis to distinguish the six concerns for models: community of practice, back-
ground/knowlegde/context, application scenario and stories of model utilisation with their specific frames, situation-
/state/data, dynamics/evolution/change/operations, and models as representations and instruments.

Figure 2 shows the relation between the concerns and the functions a model might have2.

1.4 The Storyline of the Paper
A general theory of models, of modelling activities and of systematic modelling has not yet been developed although
modelling has already attracted a large body of knowledge and research3. The notion of the model is not yet
commonly accepted. Instead we know a large variety of rather different notions. Model development activities have
been a concern in engineering. The process of model development has not yet attracted a lot of research. Model
deployment also needs a deeper investigation. The model is mainly used as an instrument in certain application
scenarios and must thus function in these scenarios. So, a model is a medium.

2Modified and revised from [Tha17c].
3It is not our purpose to develop a bibliography of model research. Instead we refer to bibliographies in [TN15] and the more than 5.000

entries in R. Müller’s website, e.g. [Mül16].
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state,
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Figure 2: Models and the five concerns in model-based reasoning, investigation, and engineering

We have already introduced the general notion of a model as a starting point. The next step could be the
development of a general theory of modelling. It is often claimed that modelling is rather different in science and
engineering. So, we might conclude that there is no general theory of modelling. This paper is going to show that
there is a general theory of modelling. We start with a case study in Section 2. These lessons gained in this cases
study are a starting point for a general theory of models, of modelling activities, and of systematic modelling. In
Section 3 first elements of this theory are developed.

2 Models in Everyday Life and Sciences: A Case Study
Analysing model notions we realise that there are at least four different approaches:

1. The general phenomenalistic definition uses properties such as mapping, truncation and pragmatic properties
for the association between origins and models. Most research on models starts with this approach.

2. The axiomatic definition follows frames used in Mathematical Logics and defines models as exemplifications
of formal systems and formal theories. Models thus depute and represent a certain part of reality.

3. The mapping-based definition is based on a direct homomorphic mapping between origin and model. We
might have another mapping between model and implemented system that is a realisation of the model.

4. The construction-oriented definition defines a model as being a result of a modelling process by some com-
munity of practice.

There is a fifth approach to models which simply uses artifacts as models without any definition, e.g. in human com-
munication and also in sciences4. The definition given above follows, however, the mathematical way of defining
things through definitional extensions.

Models are used as (a) perception models reflecting someone’s understanding, (b) mental models that combine
various perception models and that make use of cognitive structures and operations in common use, (c) domain-
situation models representing a commonly accepted understanding of a state of affairs within some application

4One of the prominent definition is given by John von Neumann [vN55]: “The sciences do not try to explain, they hardly even try to interpret,
they mainly make models. By a model is meant a mathematical construct which, with the addition of certain verbal interpretations, describes
observed phenomena. The justification of such a mathematical construct is solely and precisely that it is expected to work - that is correctly
to describe phenomena from a reasonably wide area. Furthermore, it must satisfy certain esthetic criteria - that is, in relation to how much it
describes, it must be rather simple. I think it is worthwhile insisting on these vague terms - for instance, on the use of the word rather. One
cannot tell exactly how “simple” simple is. Some of these theories that we have adopted, some of the models with which we are very happy and
of which we are proud would probably not impress someone exposed to them for the first time as being particularly simple.”
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domain, (d) experimentation models that guide experimentation, (e) formal model based on some kind of formal-
ism, (f) mathematical models that are expressed in some mathematical language and based on some mathematical
methods, (g) conceptual models which combine models with some concept and conception space, (h) computational
models hat are based on some (semi-)algorithm , (i) informative models that used to inform potential users about
origins, (j) inspiration models that provide an intuitive understanding of something, (k) physical models that use
some physical instrument, (l) visualisation models that provide a visualisation, (m) representation models that rep-
resent things like other models, (n) diagrammatic models that are based on some diagram language with some kind
of semantics, (o) exploration models for property discovery, (p) prototype models that represent a class of similar
items, (q) mould models that are used for production of artefacts, (r) heuristic models that are based on some Fuzzy,
probability, plausibility etc. relationship, etc. Although this categorisation provides an entry point for a discussion
of model properties, the phenomenon of being a model can be properly investigated. Each category is rather broad
and combines many different aspects at the same time. We already introduced a general notion of model. In this
Section we will investigate whether the general definition covers all these kind of models for science and also daily
life and whether it can be supported by a holistic treatment of models.

2.1 Models in Mathematical Logics
Let us consider only one kind of logics: classical Mathematical Logic based on first-order or higher-order predicate
logics. Similar observations can be drawn for other mathematical logics as well. Mathematical logic has a long
tradition of model research. Model theory became its branch and has a deep theoretical foundation. The main
language is the first-order predicate logic. This language is applied in a rigid form [ST08] that became a canonical
form of Mathematical Logics: It uses a canonical way of associating syntactic and semantic types. Additionally,
the semantic type and the syntactic type have the same signature. The expressions of syntactic types are inductively
constructed starting with some basic expressions of certain construct by application of expressions of some other
construct. For instance, we may start with truth values and variables. Terms and formulas are then based on these
basic expressions. The context is not considered. The world of potential structures is typically not restricted. The
rigidity however allowed to gain a number of good properties. For this reason, first-order predicate logics became a
first-class fundament for Computer Science.

In general, a model in Mathematical Logics is defined through its relationship to a set of formulas. These
formulas are valid in the model. Additionally, axioms and rules of the first order predicate logics are valid in the
model since they are valid in any structure of given signature. Models are thus instantiations (or exemplifications)
for a set of statements. The theory of deduction is the main basis for reasoning. Therefore, the five concerns in
Figure 2 have the specific peculiarity shown in Figure 3.

community of practice

methodology
application frame

dynamics

representation

state

context

Purpose, function:
logical reasoning
based on calculus
model theory

not considered
anybody, e.g. logicians

logical reasoning
frame,

model families and
their properties

models are instantiations
∈ Sat(Σknowledge ∪ Σworld)

statements for
a given world

Σworld

not considered

general axioms
and rules

of the logic
Σknowledge

ΣCoP: ∅

Σcontext :
axioms, rules, formulas in a

theory Σknowledge

Σframe : ∅

Σsituation : statements Σworld

Σdynamics : ∅

∪
i Σi |= ML

Figure 3: Models in logics for investigation of situations and expressible properties: axioms and rules form the context world;
admissible states are characterised by a set of formulas; models are instances of potential systems that obey the system
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The special side of the approach of Mathematical Logics to modelling is the consideration of the set of all
potential models together with a given instantiation. This approach is however also taken into consideration for
other model kinds as we shall in the sequel.

A model might become then an exemplar or prototype for a given theory. It can represent this theory and thus
allows to reason on the given theory. It can be thus a final or an initial model (see the theory of abstract data types
[Rei84, Wec92]) where the first one is the best and most detailed representation of the given theory and allows to
reason on all potential negative statements as well.

We notice that classically the community of practice is not considered. Also, dynamics ist not an issue. There
is not really defined any reasoning frame beside the calculus itself. We are free to choose Hilbert style or Gentzen
style or any other derivation style for reasoning.

A specific decision within mathematical logics is the invariance of the signature, i.e. models as structures and
logical languages for theory statements share the same signature. Therefore, there is a tight mapping between terms
and formulas and the properties that can be stated on the model.

This specific mapping property has also been used for the phenomenal characterisation of models as structures
that a based on a mapping from the origin to the model, e.g. [Bal82, Sta73, Ste66, Ste93]. We also observe that the
truncation or abstraction property is a specific property of logical models.

2.2 Mathematical Models
Mathematical models are considered to be the most prominent kind of model. A mathematical representation
of another ‘donor’ or origin model is based on the mathematical language. The mathematical model is used for
solving of problems that have been formulated for the origin model. The association between the mathematical
model and the origin model must be problem invariant. Solution faithfulness is often not given explicitly required,
i.e. the solution obtained for the mathematical model must be faithful for the origin model. Mathematical modelling
presumes the existence of this origin model. So, (1) it starts with an application analysis and a formulation of the
problem to be considered in the application area. Next, (2) this formulation is transformed to the origin model which
allows to describe the problem. (3) This origin model is then mapped to a mathematical model. (4) The fourth phase
is the development of a solution of the problem within the mathematical model. (5) The solution is verified and will
be validated for faithfulness within the origin model. Finally, (6) the solution is examined for its reflection in the
application area. If the solution is not of the required quality then the phases are repeated. This 6-phase circular
frame [GKBF13, Pol45] is a commonly accepted scenario for mathematical modelling.

community of practice

methodology
application scenario

dynamics

representation

state

context

Purpose, function:
faithful

problem solution,
analysis, prognosis,

introspection

none

mathematical method
mathematical matrix

problem-invariant and solution-faithful
mathematical model MM

problem formulation
origin model MOs

problem formulation
origin model MOd

restricted
application view,

mathematics
branch

ΣCoP : ∅

Σcontext :
application domain A,

mathematical sub-discipline

Σframe :
mathematical approach to

problem solution

Σsituation : MOs

Σdynamics : MOd

∪
i Σi |= MM

Figure 4: The mathematical model as a representation of a origin model within the mathematical frame

We observe that the mathematical frame is similar to the logical reasoning frame. Main quality requirements
satisfaction of the problem solving purpose, adequacy of the mathematical model, robustness against minor changes,
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and potential and capacity for problem solution. The community of practice should not influence the model proper-
ties. It may influence on the selection of various representation models. The situation and its dynamics determines
the appropriatedness of the mathematical language. The mathematical model is determined by some mathematical
method that has shown useful in the past.

Our model notion extends the model discussion by H. Hertz [Her84, vDGOG09]. He postulates that some
artefact is a model due to its analogy to origins, its dependence within an application context, its purposefulness, its
correctness, its simplicity, and its potentially only implicit given background. Models have thus a validity area.

Mathematical models are specific formal models. They are based on a formalisation that can be mapped to
some mathematical language. The mapping from the formal model to the mathematical model should preserve
the problem, i.e. it is invariant for the problem. The mapping should additionally also allow to associate the
mathematical solution to the problem with a correct or better faithful solution in the formal model and for the
origins, i.e. the model is solution-faithful [BT15]. The mathematical language has not only a capacity and potential.
It also restricts and biases the solution space. The calculus used for the derivation of the model is any mathematical
and not restricted to logical reasoning.

2.3 Science Models
All sciences widely use models. Typical main purposes are explanation, exploration, hypothesis and theory develop-
ment, and learning. Models are mediators, explainers, shortcuts, etc. We can consider models as the third dimension
of sciences [BFA+16, TD16, TTF16]5. Following [Gra07], sciences may combine empirical research that mainly
describes natural phenomena, theory-oriented research that develops concept worlds, computational research that
simulates complex phenomena and data exploration research that unifies theory, experiment, and simulation. Mod-
els are an essential instrument in all four kinds of research. Their function, however, is different as illustrated in
Figure 5 [BFA+16].

Empirical research:
Models for visualization, communication, and investigation

of phenomena, experiments, observations, ...

Theory-oriented research:
Models for representation, exploration, explanation,

reasoning, understanding, comprehension, learning, ...

Computational research:
Models as mediator or

starting point in inverse modeling, ...

Data exploration research:
Models as starting and intermediate point for hypotheses,

investigation, pattern detection, ...

Figure 5: Some model functions according to the kind of scientific research

Empiric research also uses a canonical modelling mould. Beside an ad-hoc mould we might use a sophisticated
one: (1) define a research question (based, for instance, on the rhetoric frame (who, what, when, where, why, in
what way, by what means (Hermagoras of Temnos, also Augustine’s De Rhetorica) or W*H framework [DT15]), (2)
consider threats to the research, (3) choose a research model (e.g. positivistic), (4) develop an approach how facts
become theories, (5) create a generic meta-model (with some level of abstraction, with independent and dependent
parameters and indicators), (6) define analysis approaches (qualitative or quantitative), (7) define the research pro-
gram and agenda as a specific research process, (8) select the research method, (9) analyse the capacity and potential
of quantitative data, (10) design the experiement, (11) design the case study, and (12) design the outcomes survey.

The empirical research approach often combines qualitative and quantitative approaches. The quantitative ap-
proach is often oriented on observable data whereas the qualitative approach orients towards theory, on concepts
and conceptions, and on a characterisation of the situations of interest. The quantitative theories are often ‘phe-
notypical’ approaches contrary to the ‘genotypical’ approaches used in qualitative approaches. A typical approach
is used in the collaborative research centre 1266 6. It uses additionally an investigative reasoning approach. Fig-
ure 6 shows the differences between genotypical and phenotypical models. We use a planar representation of the
three dimensions: (1) the composition dimension with sources, concepts, and theories; (2) the kind dimension with
qualitative and quantitative reasoning, and (3) the model dimension that allows to concentrate on certain aspects
of the first dimensions depending which function, purpose and goal the model should satisfy. A typical specific

5The title of the book [CH04] has inspired this observation.
6Scales of Transformation – Human-Environmental Interaction in Prehistoric and Archaic Societies: https://www.sfb1266.uni-kiel.de/en
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treatment of concepts is applied in modelling. Since models orient on certain aspects and represent also combined
representations, concepts used in models are often not directly derived from concepts in the theory. Additionally,
we should distinguish between quantitative, investigative, and quantitative models. The model kind in Figure 6 uses
investigative reasoning and lends some elements from quantitative and qualitative theories beside the theory offering
that are used for investigative reasoning. The quantitative theory should also be reflected in the qualitative theory.
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Figure 6: Models for investigative and quantitative reasoning in empirical research

A qualitative theory uses a concept or conception space that represents situations of interest (may be based on
some mapping gsc ). The situation can be observed and characterised by sources (may be based on some fs

s mapping).
Empirical research in sciences often differentiates between an investigative reasoning and quantitative reasoning.
Both use phenotypical observations on proxies. Quantitative approaches aggregate and combine the source data and
thus allow to reason on correlation, dependencies, time and spatial relationships. The first two reasoning approaches
should be based on a commuting diagram, i.e. we assume F c

c (g
s
c(f

s
s (situation))) = gsc(situation) for any

situation considered.
Evidence-based proxy modelling and reasoning treats models in a different way.

(α) Models represent only acceptable possibilities. Each model captures a distinct set of possibilities to which
the current description refers) which are consistent with the premises and the knowledge gained so far what makes
them intrinsically uncertain because they mirror only some properties they represent.

(β) Models are proxy-driven. The structure of the model corresponds to the proxies it represents.
(γ) Models represent only what has been observed and not what is false in each possibility in contrast to fully

explicit models (also representing what is false).
(δ) The more proxies that are considered, and the richer those models are, the more accurate the world view is.
(ϵ) Additionally, we use pragmatic reasoning schemata, e.g. A causes B; B prevents C; therefore, A prevents C.

The model themselves illustrate then concepts. Therefore, sources support concepts and conceptions what inverts
the mapping (Gc

s instead of gsc ).
Let us now consider the theory-oriented research. The frame for empirical research is similar to communication

frames in Subsection 2.5. We neglect inverse modelling [Men89] although it is an important approach to science and
it has been reconsidered and generalised under various other names, e.g. [ASG13, Noa09, SV05, BST06, TT13].
Data science approaches have been considered in [KT17].

So, we arrive with the hexagon in Figure 7. Models function as instruments within the science. They are vehicles
for investigation, for analysis, for discovery of alternatives, for prognosis, for exploration, for explanation, for in-
tellectual absorbtion, for learning, for understanding, for scoped and focussed comprehension, for representation of
certain aspects, for discussion with partners within their background, for quick illustration, etc. They are supported
by various kinds of reasoning. It seems that this variety is rather broad. If we however orient our investigation
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Figure 7: Models are used in natural, social, and other sciences as enhancements and contributions to sciences and as instruments:
science contribution, explanation, exploration, learning, comprehension, intellectual absorption, simulation, and reasoning sce-
nario

on the scenarios then we discover that the model utilisation scenarios determine the function of the model. At the
same time, the background with the grounding and basis strikes through. Models are biased by their foundations,
by their development and utilisation methods, their communities of interest, and their context. A specific context
is the school of thought [Bab03, Fle11]. The concept space determines what could the content and the scope of a
model. The MMM compendium [TN15] illustrates that models, the approach for to model, and modelling share a
good number of common approaches.

2.4 Conceptual Models
Conceptual models are widely used in Computer Science and more specifically in Computer Engineering. In Com-
puter Science and Computer Engineering, one main scenario is (1) the model-based construction of systems beside
(2) the explanation and exploration of an application, (3) description of structure and behaviour of systems, and
the (4) prognosis of system properties. Model-based construction might include conceptualisation. The application
scenarios mainly follows the description-prescription frame. The model is used as a description of its origin and as a
prescription of the system to be constructed. The notion of conceptual model is not commonly agreed however7. In
a nutshell, a conceptual model is an language-determined enhancement of a model by concepts from a concept(ion)
space.

The conceptual modelling method uses a canonical style of model development and utilisation. Models are
instruments in perception and utilisation scenarios. They function is explicitly defined, e.g. models for design and
synthesis. The scenario can incorporate a decision point that stops after understanding the perception and domain-
situation models or that designs and synthesises the conceptual model after a preparation phase. The last stage
support then evaluation and acceptance of the model.

So, Figure 8 displays the more specific way of conceptual modelling for information systems. The IS com-
munity with its actors {a} shares an IT orientation. It might however be in conflict with the business users. They
reason in a different way and are often using a local-as-viewpoint approach. The global-as-design approach might
not provide an appropriate support. The model development and utilisation becomes canonical after the choice of
the enabling language and the modelling method. The origin models such as the perception and domain-situation
models follow the style accepted in these communities. The global-as-design approach must then provide appropri-
ate aggregations and derivations for support of local viewpoints. The community also shares the assumption of strict

7We know almost threescore different notions what shows the wider controversy about this notion[Tha18a]. E.g., Wikiquote (see [Wik17])
lists almost 40 notions. Facetted search for the term “conceptual model” in DBLP results in more than 5.000 hits for titles in papers (normal
DBLP search also above 3.400 titles)
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Figure 8: Conceptual models for IS structuring

separation of specification into syntax and semantics with the firstness paradigm [KL13, Pei98] for structures and
the secondness [Cas55] of functions and views. The model to be developed inherits all the paradigms, assumptions,
biases, conceptualisations, cultures, background theories, etc.

A typical example for conceptual modelling is entity-relationship modelling. [Tha18b] observed a large number
of paradigms, postulates, specific modelling cultures, commonsense, practices, and assumptions such as global-as-
design (with derivation of local viewpoints), Salami slice typing (for homogenisation of object structure within
a class), set semantics (instead of multi-set semantics that is used for implementation), uniqueness of names
within a schema, hidden implementation assumptions, specific styles for model composition one must follow, well-
formedness conditions, etc. Some approaches add also requirements such as strict binarisation of all relationship
types.

The notion of conceptualisation, conceptual models, and concepts are far older than considered in Computer
Science. The earliest contribution to models and their conceptualisations we are aware of is pre-socratic philosophy
and especially the work by Heraclitus [Leb14].

2.5 Models for Communication and Human Interaction
Human communication heavily uses models. They are often not called models. Some models might be metaphors
or prototypes. Other models might be incomplete or not really coherent or consistent. They are however used for
exchange of opinions among users. Models function in communication scenario as a medium. The communication
itself determines the role and thus the function and therefore the purpose of the model. Models represent in this
case a common understanding of the communication partners. They are biased by these partners. Communication
is based on some common understanding about the topic that is under consideration. Partner have already agreed
on some background. They use this agreement within their communication. This agreement is based a common
reflection and some common model. This model is taken for granted and not further discussed in communication.
So, partners agree on some background or deep model. Typically, deep models [KT17, Tha17b] are not explicitly
communicated. We need however an understanding of a theory of deep model and return to it in the next Section.
The model is used for a shared understanding, for sense making, for reflection, for derivation of open issues, and
for negotiation.

The hexagon in Figure 9 shows the differences between models in Mathematical Logics or sciences and com-
munication model. The main difference is the explicit community dependence of such models. Each of the partners
or agents a has some understanding of the world. This understanding is the main ingredient of a personal model that
we call below perception model. The perception model also reflects the setting of the agent, especially the orienta-
tion and the priming. The communication might also be based on some common understanding, i.e. on a situation
model. The situation model represents the common world view, shared knowledge and beliefs, and shared opinion.
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Figure 9: Models in human interaction: development of common understanding, exchange of opinion, communication, reflection,
negotiation; context on the basis of commonalities in world views as deep models; scenario based on communication acts

The modelling methods is governed by communication and human interaction. So, we might base the frame on the
dialogue and interaction frame. Models play a different role. They are used for common understanding. Typical
specific models for human interaction are metaphors [Lak87].

Our second case shows the differences and also commonalities between Mathematical Logics and human inter-
action. The model must suffice all hidden agreements within the community of practice, the context, and the specific
scope and focus taken by the agents. Therefore, the logics becomes now more advanced. Mathematical Logic as
the opposite is oriented on general laws and thus not oriented on one model but rather on a family of models.

2.6 Lessons Learned with the Case Studies
We may now summarise the experience we gained:

• We realise by these case studies that there exists a common framework to models, to the activities of modelling
and to modelling as a systematics reflection, for development of models, and for utilisation of models.

• Models are used to represent certain issues. They are more focused and must serve its purpose. The purpose
and the focus determine which kind of adequacy is appropriate.

• Models do not exist on their own. They represent something in the world. The world under consideration
depends again on the modelling frame. In most cases, mental models and perception or situation models are
the origins which are reflected by the model.

• The justification must be given in a way that can be accepted by its community of practice. Models are
developed by some members of this community and are utilised by some – may be other – members of this
community of practice. So, models must be satisfying. Therefore, we need an explicit understanding of the
sufficiency and thus quality of the given model.

• Models are composed of models that reflect their background and of models that represent specific states and
situations within from one side and specific dynamics.

• Models are used as instruments in certain scenarios. They have a number of specific functions in these
scenarios.

• Models are typically multi-models, i.e. an association of models which are reflecting specific sides of the
same issue depending on the viewpoint that is actually considered. Since such models must be coherent we
may bundle them within a model suites [DT10, Tha10].

11

Studia Metodologiczne, 2019, Poznan



• Model development and model utilisation typically follow canonical stories. An example is mathematical
modelling that consists of a six-step procedure. similar procedures can be observed for most sciences that start
with a research question, initialise a certain research agenda or problem solving program or schedule, adapt
elements to be used to this program, and then solve a problem. Solution-faithfulness is assumed as a hidden
quality characteristics beyond the problem invariance. Modelling is typically based on some specific method
or methodology, e.g. the mathematical method. These methods are a mould for the modelling process itself,
e.g. a pattern, template, stereotype, work-holding attachment, and an appliance. The method itself follows a
macro-model.

• Modelling is still a big challenge to science and has a lot of lacunas. The biggest lacunas seems to be the
missing support for combined model-based reasoning. Conceptual modelling uses a specific kind of layered
model-based reasoning with changing reasoning methods depending on the stage of model development and
model utilisation, e.g. in greenfield development of conceptual models: settlement of the context and the
method, transfer of mentalistic concepts to codified ones with a concept expression language, transfer of
domain-situation models to raw conceptual models, language-backed negotiation and agreement on a number
of conceptual models that allow reflexion of different viewpoints, maturation of these conceptual models, and
proper documentation. The reasoning method changes according to the stages. The integration of all these
reasoning methods into a holistic one is not required.

3 Towards a General Theory of Models

3.1 Deep Models and the Modelling Matrix
The context and methodology layer determines the set-up of the model. It is often taken for granted and as given. It
makes modelling more economical and also more reliable. A number of quality characteristics can be thus satisfied
without any further consideration. Model development is typically based on an explicit and rather quick description
of the ’surface’ or normal model and on the mostly unconditional acceptance of this set-up. In reality, this setting
becomes an essential part of the model. We call it deep model [Tha18b]. It directs the modelling process and the
surface or normal model. Modelling itself is often understood as development and design of the normal model. This
approach has the advantage that the deep model can be used as a basis for many models.

The set-up is the modelling matrix behind the model. It consists of the grounding for modelling (paradigms,
postulates, restrictions, theories, culture, foundations, conventions, authorities), the outer directives (context and
community of practice), and basis (assumptions, general concept space, practices, language as carrier, thought
community and thought style, methodology, pattern, routines, commonsense) of modelling. It uses a collection of
undisputable elements of the background as grounding and additionally a disputable and adjustable basis which is
commonly accepted in the given context by the community of practice.

The modelling matrix is often given as a stereotype one should follow while developing the normal model.
Adequacy and dependability of is partially already defined by such stereotypes. The stereotype of a modelling
process is based on a general modelling situation.

Stereotypes determine the model kind, the background and way of modelling activities. They persuade the
activities of modelling.

3.2 The Five Concerns and a General Approach to Modelling
The case studies led us to the conclusion that there is a common three-layer setting in modelling:

(1) Community and scenario setting: The community governs the function that a model has to serve according to
their issues and scenario.

Community of practice and application cases: The community of practice has its needs and desires. It
faces a number of application cases. The application case consists of tasks that should be accomplished.
These tasks form the community portfolio. The application cases can be solved by a model, i.e. the
model functions as an instrument. Community members determine which model functions best. The
community agrees on the issues for modelling.
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(2) Guiding settings: The deep model and the matrix is commonly agreed according to the setting in the first layer.

Context: Modelling has its implicit and sometimes also its explicit context. Knowledge and disciplinary
schools of thought and understanding are considered to be fixed. In a similar form, the background is
fixed. This context forms the deep model that underpins the entire modelling process. A typical element
of the deep model is the school of thought.

Modelling methodology and application mould: Modelling follows typically practices that are accepted
within the community of practice. These practices are often stereotyped. The methods that are used for
model development

(3) Origins and targets: Members of the community form their personal perception models and share their domain-
situation model that characterises states and dynamics in the application domain that is of interest. These
models are the origins on which the normal model is formed as an extension of the deep model.

The final result is a model that combines the normal and the deep models. The representation of the final model
must not show all details of the deep model.
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Figure 10: The five concerns for models as a kernel for a theory of models and of modelling

This general setting takes us back to the rhetorical frame8 and its generalisation to the W∗H specification frame-
work [DT15]: In our case, the model (“what”) incorporates the meaning of parties (semantical space; “who”) during
a discourse (‘when’) within some application with some purpose (“why”) based on some modelling language.

We thus distinguish between five grounding and driving perspectives to models:

Community perspective: The community has intentionally set-up its application cases, its interests, its desires and
its portfolio. The community communicates, knows languages, explains, recognizes, accept the grounding
behind the models, has been introduced to the basis and is common with it. Models are used by, developed
by and for, and gain a surplus value for a community of practice. They may have a different shape, form, and
value for community members. They must, however, be acceptable for its community. Typical specialisations
of this concern are ‘by whom’, ‘to whom’, ‘whichever’, and ‘worthiness’.

Purpose, function, goal perspective: Models and model development serve a certain purpose in some utilisation
scenarios. The model has to function in these scenarios and should thus be of certain quality. At the same time
it is embedded into the context and is acceptable by a community of practice with its rules and understandings.
We answer ‘why’ and ‘for which reason’ questions.

8It relates back to Hermagoras of Temnos or Cicero more than 2000 years ago., i.e. they are characterised through “who says what, when,
where, why, in what way, by what means” (Quis, quid, quando, ubi, cur, quem ad modum, quibus adminiculis).
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Product perspective: Models are products that are requested, have been developed, are delivered according to the
first perspective, are potentially applicable within the scenarios, and have their merits and problems. Typ-
ical purpose characteristics are answers to ‘how-to-use’, ‘why’, ‘whereto’, ‘when’, for which reason‘’ and
‘wherewith’ (carrier, e.g., language) questions.

Engineering perspective: Models are mastered within an engineering process based on some approaches to mod-
elling activities and to utilisation of models. Modelling is a systematically performed process that uses meth-
ods, techniques, preparations, and experience already gained in former modelling processes. The modelling
method is typically given in a canonical form. It guides and steers the model development and the model
utilisation processes. This guidance can be derived from the scenarios in which the model functions.

Background and context perspective: Model development and utilisation is a systematic, well-founded process that
allows one to reason on the capacity and potential of the model, to handle adequacy and dependability of
models in a proper way, and the reason on the model and its origins that it represents. A modelling culture
also answers the by-what-means question beside providing the background. The background is typically con-
sidered to be given and not explicitly explained. It consists of an undisputable grounding and of a disputable
and adjustable basis. The context clarifies on which basis and especially on which grounding the model has
been developed and must be restricted in its utilisation. Additional context characteristics are answers to
questions about the ‘whereat’, ‘whereabout’, ‘whither’, and ‘when’.

3.3 Model-Based Reasoning
The observation depicted in Figure 6 drives us to a multi-model approach. We build models in situations, concepts
and theories in dependence on their function and purpose. The same situation-concept-theory may be the basis for
a variety of models. A typical multi-model approach is the consideration of models in Physics. Models should
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Figure 11: Models as specific representations of situations, concept(ion)s, and theories

thus be considered to be the third dimension of science [BFA+16, TN15, TTF16]. Disciplines and also human
communication, human interaction, and human collaboration have developed a different understanding of the notion
of model, of the function of models in scientific research and communication. Models are often considered to be
artifacts. In reality, they are however instruments that are used with a certain intention. Models might also be
perception models that incorporate mentalistic concepts [Jac04]. Models are used in various utilisation scenarios
such as construction of systems, verification, optimization, explanation, and documentation. In these scenarios they
function as instruments and thus satisfy a number of properties.

Model-based reasoning [Bre10, Mag14] is enhances classical reasoning such as reasoning mathematical calculi
or logical derivation. There are several kinds of reasoning that are more appropriate and widely used:

Evidence-based modelling and reasoning is one of the main approaches for quantitative models. Models only
represent acceptable possibilities. Each model captures a distinct set of possibilities to which the current de-
scription refers. Possibilities are consistent with the premises and the knowledge gained so far what makes
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them intrinsically uncertain because they mirror only some properties they represent. In investigative and
quantitative modelling, models can be proxy-driven where the the structure of the model corresponds to the
proxies it represents. They might also include abstractions such as negation which must be then stratified.
Propositional evidence-based reasoning is based on monotone functions and specific interpretations for log-
ical connectives. Models represent in this case only what has been observed and not what is false in each
possibility what is different from fully explicit models which represent what is false. The more proxies are
considered the richer those models are, the more accurate the world view is. Evidence-based modelling and
reasoning uses pragmatic reasoning schemata, e.g. A causes B; B prevents C; therefore, A prevents C. The
calculus may use several implication forms, e.g. deterministic conclusions (A cause B to occur: given A then
B occurs) and ordered sets of possibilities (A enables B to occur: given A then it is possible for B to occur).

Hypothetical and investigative modelling considers different assumptions in order to see what follows from them,
i.e. reasons about alternative possible worlds (i.e. states of the world), regardless of their resemblance to the
actual world. Potential assumptions with their possible world conclusions and assertions are supported by a
number of hypotheses (allowing to derive them). It is often combined with abductive reasoning. Evidence
against hypothesis is performed by testing its logical consequences, i.e. exploring different alternative solu-
tions in parallel to determine which approach or series of steps best solves a particular problem.

Causal reasoning and modelling is a specific variant of inductive reasoning and justification-backed truth main-
tenance with assertions (beliefs, background) and justifications within some context (current beliefs, justifi-
cations, arguments). It establishes the presence of causal relationships among events based on methods of
agreement, difference, concomitant variation, and residues. It uses assumptions and thus avoids inconsistent
sets (‘nogood’ environment). The environment consists of a set of assumptions, premises, assumed state-
ments, and derived statements for the world view. Justifications (e.g. data-supported) represent cause.
Hypotheses are not derived from evidence but are added to evidence. They direct the search for evidence.
They are tested by modus tollens ((H → I) ∧ ¬I ⇒ ¬H).

Network reasoning uses models that are expressed as networks. Nodes carry justification (arguments) and status
(in, out, believed, relevant, necessary, ...). Edges, hyperedges, or directed edges have an antecedent (support
nodes) and conclusions. They may also be non-monotonic and enable backtracking for dependencies (causal-
ity, chronological, space, etc. Labels also express the degree of consistency and believability. Queries can be
expressed as subgraphs and are evaluated by query embedding into the network.

Model-based reasoning is an interactive and iterative process that helps to digest a theory and to develop the theory.
Therefore, model-based reasoning integrates many reasoning approaches, e.g. deduction, induction, abduction,
Solomonoff induction, non-monotonic reasoning, and restrospective reasoning. Model refinement might also be
based on inverse modelling approaches. Facets of the last one are inductive learning, data mining, data analysis,
generic modelling, universal applications, systematic modelling, and pattern-based reasoning.

3.4 Towards Powerful Methodological Moulds
The hexagon picture and the consideration of the variety of different (reasoning) techniques might lead to the
impression that a general treatment of models and a methodological support is infeasible. Sciences and humans
have however developed their specific approaches and overcome the challenges of this complexity. We will illustrate
resolution of complexity by two methods: Layered treatment and generic modelling. Both approaches are based on
the separation of a model into a deep or core model and a normal model. A typical example of a methodology is the
mathematical modelling method [BT15, GKBF13, vDGOG09, Pol45] (see Subsection 2.2). The CRISP cycle (data
selection according to generic model, data preprocessing, data transformation, data mining, model development,
interpretation/evaluation) [BBHK10] and classical investigation cycles (define issues and functions of the model,
hypothetically predict model properties, experiment, (re)define model, apply and validate the model against the
situation) are typical methodologies. Similar methodologies are known for data mining [Jan17], data analysis
[BBHK10], and systematic mathematical problem solving [Pod01]. They use a variety of reasoning techniques
and layer their application of these techniques according to the stage that is currently under consideration. These
modelling methods and methodologies are used similar to moulds that are commonly used in manufacturing.
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Data mining [Jan17], inverse modelling [RSS+10], and generic modelling [TTFZ14] start with a generic model.
A set of associated models (called model suite) is the result of a modelling process. We may develop a singleton
model or a model suite. Figure 12 displays a variant that starts with an initialisation and setting of the modelling
process. The initialisation is based on the issues that are important for the community of practice, the tasks that are
on the agenda, and the injection of the context. The community of practice aims at completion of tasks from its
portfolio and is bound by profiles of their members what also includes beliefs and desires shared in this community.
At the same time, the methodology for modelling is already chosen. That means, the upper dimensions in Figure 10
governs the entire modelling process. A similar approach can be declared for model redevelopment model evolution
instead of model development from scratch (greenfield modelling). The result of the first layer is a deep model and
a matrix.
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Figure 12: Layered model (suite) development (None-iterative form, greenfield variant)

The second layer or stage uses some kind of most general and refinable model as the initial model. A generic
model [BST06, TF16] is a general model which can be used for the function within a given utilisation scenario and
which is not optimally adapted to some specific origin collection. It is tailored in next steps to suit the particular
purpose and function. It generally represents many origins under interest, provides means to establish adequacy
and dependability of the model, and establishes focus and scope of the model. Modelling is often based on some
experience. This experience can be systematically collected within a number of libraries. Libraries and collections
are used for collecting the most appropriate setting and model. This selection is controlled or governed by rules,
restrictions, conditions, and properties. The main results of the second layer are generic models and an agenda for
the next modelling steps.

The third layer sets the environment for the development of the normal model. This environment prepares model
development on the basis of the generic models and under inclusion of the deep model. The section of methods
might also include the selection of parts and pieces from the context, e.g. from the background and especially from
theories and knowledge. The fourth layer results then in the development of a normal model that can be neatly
combined with the deep model. Representation models are developed for different members of the community of
practice and for different functions the model must fulfill in the utilisation scenario.

This development process is often cut down to the fourth layer assuming the results of the first, second, and third
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layer as already given. This kind of implicitness has often been assumed for language utterance. The government
and binding approach [Cho82, BST06] made the two-step generation of sentences explicit: we intentionally prepare
the deep model and then express ourselves by an explicit statement which is build similar to a combination of a
normal model and of a cutout of the deep model.

4 Conclusion
A collection of modelling approaches has been presented in [TN15]. It seems that the variety of modelling ap-
proaches, the different utilisation of model, the broad span of underpinning theories, the variety of models them-
selves do not allow to develop a common setting for models. We often met the claim that models used in social
and natural sciences, in mathematics, in logics and in daily life are so different that a common treatment cannot
exist. From the first side, logicians provided a specific understanding of models that is easy and formally to handle.
They inspired model research and the notion of model, e.g. [Bal16, Kas03, Mah09, Mah15, Sta73, Ste66, Ste93].
This notion has mainly been based on properties that a model should satisfy: mapping, truncation, and pragmatic
properties as phenomenalistic characterisation of the notion. From the second side, models in all sciences have
been used as an artifact for solution of problems, e.g. [BT15, Her84, vDGOG09, vN55]. The model notion has
been enhanced by amplification, distortion, idealisation, carrier, added value, and purpose-preservation properties.
From the third side, language- and concept-based foundations of models have been developed in philosophy of sci-
ence and linguistics [Blfrm[o]–5, Bur15, Cas55, KL13, Lat15, Pei98]. From the fourth side, models in engineering
[BFA+16, LH15, TD16, TTF16] are instruments for system construction. From the sixth side, models are also in-
struments in human interaction. They are used as metaphors, for communication, for brief reference, for depiction,
as prototype, etc. For instance, the question whether a picture or a photo is a model depends on their utilisation in
some interaction scenarios. We thus may conclude that a common science and culture of modelling cannot exist.

The main claim in this paper is however that a common treatment of models in science and human interaction
can be developed. We base our foundational framework on a separation of concern. This separation into five
governors for models provides a common treatment of models and model utilisation. We base our framework on the
observation that not all concerns are considered at the same time. So, we can use some kind of stepwise procedure
for model development.

Utilisation of models as instruments in scenarios is the main driving property that distinguishes something from
a model. The model functions in scenarios such as communication, reflection, understanding, negotiation, expla-
nation, exploration, learning, introspection, theory development, documentation, illustration, analysis, construction,
description, and prescription. How the model functions has been illustrated in the case of model-based reasoning.
Model-based reasoning goes far beyond model methods used in classical first-order predicate logics or mathematics.
We use the layering approach also for model methods since the development of a general reasoning method is far
beyond the horizon.

The meta-models of modelling concerns in Figures 3, 4, 7, 8, 9, 10 support the layered modelling method in
Figure 12. Instead, we could separate the layers into communities and their application scenario, into background
and methodology setting, into situation and theory setting, into origin calibration, and model delivery layers.

This paper has been centred around models, theories, communities, context, methodologies, state, and dynamics
at the same level of abstraction. Model-driven development and architecture [MMR+17, SV05] is an orthogonal
approach to this paper. It distinguishes abstraction layers for models (M1), model frames (M2) [as meta-models],
model frameworks (M3) [as meta-meta-models], and model framework setting (M4). The data/information and
traces/events abstraction layer (M0) underpins models. Our approach has been mainly oriented on M1. We envision
that the general M0-M1-M2-M3-M4 architecture can be integrated into our approach as well.
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[BBHK10] M.R. Berthold, C. Borgelt, F. Höppner, and F. Klawonn. Guide to intelligent data analysis. Springer, London, 2010.

[BFA+16] M. Bichler, U. Frank, D. Avison, J. Malaurent, P. Fettke, D. Hovorka, J. Krämer, D. Schnurr, B. Müller, L. Suhl, and B Thalheim.
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Abstract. Policy development is a complex and highly dimensional process. This complexity is very 
difficult to comprehend due to complexity of the parameter space, multi-dependence of parameters, and the 
nature of process. Therefore, policy makers should be supported while considering and evaluating various 
alternative decisions. This paper illustrates a modeling approach for advisory and assistance in decision 
making for political practitioners. We describe the corresponding advisory tool supporting the interactive 
decision process. 
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practitioners, political decision making support  

1 Introduction 
Policy decision making is a complex task which 
comprises the understanding of possible positive or 
negative consequences of decisions as well as a 
mechanism to restore consistency of a system in the 
case of inappropriate decisions. Thus, even policy 
experts often have only a vague understanding of how 
policies impact on relevant outcomes. Therefore, 
political practitioners use simple mental models 
(beliefs) to understand complex impacts of policies. For 
this reason, a technical solution for the simulation of 
policy impacts can be helpful, e. g. a graph displaying 
the impact of parameters. Our software will work as a 
digital playground system with relevant decision 
parameters as inputs and implied outcomes 
(consequences of the decision) as outputs. 

Nowadays it is commonly accepted that good 
economic policy has to be evidence-based, i.e. rest on 
scientific knowledge and statistically proven evidence. 
However, scientific modeling is often criticized by 
political practitioners as a purely academic exercise that 
fails to provide practical tools for understanding or 
designing optimal real-life economic processes [5]. 
Accordingly, scholars promote participatory policy 
analysis that is characterized by an interaction between 
economic theory and political practice to combine the 
‘objective’ knowledge derived from economic theories 
and empirical data with the ‘subjective’ knowledge of 
stakeholder organizations as political practitioners ([2], 
[9], [5]). Moreover, inadequate communication between 

scientific policy analysts and political actors is proposed 
to be a principal cause of the limited impact of research 
on policymaking. For example, the ‘utilization of 
knowledge school’ emphasizes the fact that policy 
analysts and policymakers live in two separate 
communities [5]. Hence, to become more efficient, the 
relationship between scientific experts and policy actors 
must be redefined.  

Moreover, Stiglitz argues in his highly recognized 
book “Whither socialism?” [14] that the market-
socialist experiences in Eastern Europe failed due to the 
incorrect beliefs of politicians in the Arrow-Debreu 
concept of real market economies as a complete set of 
competitive markets ([14], Chapter 11). Interestingly, 
Stiglitz’s explanation of the failure of the market 
socialism experiment highlights an interesting general 
point: economics must be recast as something more 
than a constrained maximization problem to understand 
and design real economies. In other words, theoretical 
models provide a relevant benchmark for understanding 
real-life economic processes but require abstract 
scientific models and political praxis to actually change 
the world. Hence, as previously discussed in [6], [12], 
[7], identifying effective solutions for central economic 
problems appears to be a problem of linking abstract 
economic theory with feasible political practice. 
Accordingly, scholars of participatory policy analysis 
discussed innovative tools, such as participative 
modeling (see [5]) (i.e., improving communication in 
formal models by means of interactive or man-machine 
simulations [for example, see [1]] or decision seminars 
[10]).  

Beyond interesting methodological ideas and 
concepts for assessing the role of relevant ‘objective’ 
scientific knowledge it is important to better understand 
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and design the complex communication processes 
between science and political practitioners in a way that 
combines the knowledge of both worlds to generate 
advanced solutions to existing economic problems, such 
as the transformation to a sustainable bio-economy or 
reaching sustainable development goals. 

In this context the paper develops a computer-
based tool Policy-Lab that facilitates an interactive 
communication and learning between political 
practitioners and scientific models. Figure 1 shows a 
graphical presentation of positioning of scientific 
models’ statements (scientific world), political 
practitioners’ beliefs (stakeholder beliefs world) and the 
aspired communication between these two worlds. 

 

 
Figure 1 

2 Policy-Lab tool 

The Policy-Lab tool has to fulfill various tasks in order 
to effectively support the decision-making process and 
facilitate the learning of stakeholders. Those tasks can 
be categorized as follows: 

• Input Device: Survey policy preferences, goals 
and beliefs using questionnaires. 

• Report Device: Report surveyed data back to 
the group. This requires the dynamic 
application of statistical analysis of the data. 

• Interactive Modelling Device: Users can 
simulate different policies and evaluate their 
impact on policy goals. 

• Consensus Device: This device provides 
support in finding a potential political 
compromise. 

An integral part of those devices is the simulation of 
scientific models. For example, typical formulas used in 
such simulation that political practitioners should 
understand in order to make a decision in the economy 
area look like the following one:  

 
𝛾 = [𝛾𝑖], 𝑖 ∈ 𝐼 = {1, … ,𝑛𝑖}; 𝑠 ∈ 𝑆 = {1, … ,𝑛𝑠}; 

 𝑗 ∈ 𝐽 = �1, … ,𝑛𝑗�;  𝑡 ∈ 𝑇 = {0, … ,9}  

𝐵𝑒𝑠(𝛾) = 𝜂𝑠 ��𝜇𝑖,𝑠𝛾𝑖
−𝜌

𝑖 ∈ 𝐼

�
−1𝜌

 

 𝑡𝑝𝑠(𝛾) = 𝑡𝑝𝑠𝑚𝑚𝑚
𝑒𝑚𝑠𝐵𝑒𝑠(𝛾)+𝑏𝑠

𝑒𝑚𝑠𝐵𝑒𝑠(𝛾)+𝑏𝑠 + 1
 

 𝑤𝑍𝑗(𝛾) = 𝜉𝑗𝑐𝑐𝑐𝑠𝑐 + �𝑡𝑝𝑠(𝛾) ⋅ 𝜉𝑠,𝑗
𝑠 ∈ 𝑆

  

 𝑍𝑗,𝑐(𝛾) = 𝑍𝑗,0 ⋅ �1 + 𝑡 ⋅ 𝑤𝑍𝑗(𝛾)� 
In this case developing a decision is rather difficult and 
some supporting technical solutions are necessary. 

To support the simulation of these models 
technical methods and frameworks are used. The 
methods being used during the simulation are 
mathematical statistical methods (Bayesian model 
averaging, Meta Modelling) and programming 
languages for statistical computing (R) and optimization 
problems (GAMS).   

In order to make models accessible to a wide range 
of users, who in this case are organizations or 
individuals, who are interested in the construction of 
economic policies (in our case these are agricultural 
policies [8]), an intuitive visualization is required. The 
visualization part of the tool should work as a 
playground for model simulation supporting expert 
learning, model learning, interactive learning (expert-
model-expert exchange), and learning from collective 
decision (voting over policies or exchange games). 

Thus, the Policy-Lab tool should work as an 
interactive input-output playground for the models’ 
simulation and graphical visualization.  

At the same time, the tool should process a large 
amount of model specific data: different kinds of input-
output parameters and computational cores of the 
models. So an important issue during the tool 
development is the implementation of a suitable 
database structure. 

The Policy-Lab tool will be implemented in the 
form of a web application. The tool is now in the 
creation phase, for this reason the main concepts of tool 
development, tool requirements, and its structure will be 
discussed further.   

2.1 Theoretical concepts  

Some theoretical concepts will be explained before the 
structure of the playground is going to be introduced.  

1) What is a model from the tool’s perspective?  
 
In the sense of the current tool, a model is a computable 
unit with defined input parameters, computational core, 
and computed output parameters, which can be shown 
in a graphical form. A special sub-type of a model is a 
questionnaire, that has input parameters and 
computational core, which adds user input to a 
statistical model and recalculates its output. The output 
of recalculation is not shown to the users directly, but 
can be called from another view.  
 
2) How model data will look like?  
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The computational core of a model is predefined by the 
model scientists. It can be written in R, GAMS or in 
other programming language. The input and output 
parameters depending on the language used are 
language specific character values, which can be saved 
in a database or in an external file. These parameters 
should be accessible to the playground.   

2.2 Playground system requirements 

The creation of the simulation tool begins with the 
comprehension of required features. Partly this 
information can be derived from the existing Policy-Lab 
tool prototype, partly from model scientists’ 
requirements and user expectations.   

The list of requirements for the simulation tool 
includes the following:  

• clear and comprehendible software structure  
• clear and comprehendible database structure  
• scalability of the system  
• maintainability of the system  
• efficiency of the system  
• run-time reciprocative input-output system  
• user-friendliness of the system  

Based on the analysis of system requirements the 
following issues can be defined during the development 
of the tool:  

• How to implement interactive forms for user-
input and output? Which interfaces are 
needed?  

• How input and output parameters for the 
models look like and how they are saved?  

• How the communication between the 
computational module and the web interface 
looks like?  

2.3 Playground system structure 

The simulation tool should serve as a web information 
system for model simulations, with interactive input-
output mechanisms for users. The system should have a 
clear structured database, expandable for new entities, 
since the system will describe a varying amount of 
models. The system should visualize a list of models 
and its descriptions for users. Further the system should 
have views for input parameters from users and 
possibilities for the graphical presentation of computed 
output. Another integral part of the system is a 
computational module, where the computation of output 
takes place.  

According to the system requirements the new 
system should have the following components:  

• Web interface for users with possible use-
cases’ definition, user management functions, 

presentation of views related to models, 
including model-input-parameters and output 
graphics.  

• Computational module with possible 
integration of R and GAMS sub-modules.   

• Communicational interface: beside other 
functions web interface and computational 
module should be capable of interaction with 
each other.  

• Database for the web interface  
• Database for the computational module  

Web interface  
Web interface is a unit that contains common login, 
logout, and register functions, explanative use-cases, 
overview of present models, view for input parameters 
for the models, view for the output in graphical form. 
Moreover, there should be a separate view for 
administrators to allow user management.  
 
Computational module 
Computational module is a unit that can be connected to 
R or GAMS sub-modules or use some other language 
for computation. This module should communicate with 
the web interface: parse user-input-parameters, convert 
them to input-parameters in the format of computational 
language depending on the model, parse computed 
output back to the chosen web interface format (e.g. 
JSON).  
 
Database for the web interface  
Database for the web interface should contain all the 
information about users and their management, widgets 
shown in the interface, and shown model views. 
Furthermore, for the presentation of input and output 
this database should have information about input and 
output parameters of a model.  

Diagram 1 shows a fragment of a possible ER-
schema for the database:  

 

Diagram 1 

The ER-schema describes users, their roles, and 
interfaces that depend on roles. Further, the schema 
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includes descriptions of models, their simulations and 
different types of simulation result parameters. 
Additionally, every interface page has specific widgets 
of different types depending on model being simulated, 
including charts and questionnaires. 
 
Database for the computational module 
In the case computation is produced in another 
application it needs its separate database.  

The database for the computation should have 
information about models, their computational cores, 
and their input-output parameters.  

If the computation module does not need its own 
database, analogical database entities are necessary.  

A possible ER-schema of a computational module 
is shown in Diagram 2:  

 

 

Diagram 2 

Communication between web interface and 
computational module   
Communication between these two modules is an 
important part of the system, the whole software 
structure and efficiency depends on the form of 
communication.  

 
Two architectural alternatives for modules’ 
communication have been developed:  

1) Web interface and computational modules can be 
placed inside of one software project, so that the 
division in interface and computation is only a logical 
notion. In this case the interface and computational 
parameters can be saved in the same database. The 
computation itself can be made, for example, with 
JavaScript language. In the case of JavaScript, the 
computation will proceed efficiently as no integration of 
external R and GAMS modules is needed. The 
communication in this case is trivial and proceeds 
within one application.  

2) In the other case, R and GAMS modules can be 
stored in a separate application, if the computation 
needs these modules because of its complexity, as it 
allows to bring a modular structure to the software. In 
addition, the exchange of or changes in R or GAMS 
models are made easier, because they do not influence 
the execution of the web interface in a negative way. 
Thus, the two components are not only logically, but 
also physically separated from each other. The 

communication between prototype tool and the 
application where model computation takes place 
proceeds with HTTP-messages, containing input-output 
parameters for computation and information about 
models in JSON format.   

Figure 2 illustrates, how this kind of architectural style 
can be implemented:  

 

Figure 2 

In the system the both ways of communication will 
be used, depending on the complexity of a model.  

2.4 Advantages of the system 

The described playground system has a number of 
advantages:  
 
- The system is scalable and extendable, as the 
underlying web information system is dynamic and is 
built accordingly to the database contents. The 
expandable database allows the insertion of new visual 
elements and models for the simulation.  
- The first architectural style for communication allows 
the implementation of a run-time reciprocative input-
output system.  
- The second architectural style for communication 
contributes to system’s modularity and can be 
approached from two different perspectives: web 
interface based and computation based perspective. 
Thus, two scientists can work simultaneously on the 
two components. Any changes in one of the 
components would not cause error or stoppage of the 
execution in the other component. After the adaption of 
communicational modules, the changes can be accepted 
by both components.  
- The tool supports expert, model and interactive 
learning, moreover the learning from collective decision 
is implementable. 
-  Description of use-cases supports user-friendliness.  
 
3 Conclusion 
 
Described Policy-Lab tool facilitates political decision 
making by presenting an interactive playground system, 
that simulates a large opportunity space for policy 
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decisions and computes possible effects of the model 
simulation with the decisions made. 

As a result, Policy-Lab tool for policy decision 
enables political practitioners to relate potential policy 
decisions to corresponding outcomes. 

The described tool should be flexible, efficient and 
user-friendly, in order to be able to simulate the full 
complexity of the models and to assist in successful 
decision making.  

Related work  

There exist other systems, which work with interactive 
user input-output and use a large number of possible 
input parameters and calculations, beside the Policy-
Lab tool prototype, the precursor of the current 
simulation tool, mentioned above.  
 
Examples of agricultural frameworks are: 
FAPDA Web-based Tool [4] provides a decision 
making framework for food and agricultural policy 
decisions. 
 Another decision making GIS-based tool is 
ReSAKSS [13], it contains data on agricultural, socio-
economic and bio-physical areas. This tool assists 
policy makers in developing agricultural policies. 
 
Examples of other frameworks are: 
Today one can find modeling tools which accept a wide 
range of parameters and simulate some complex process 
in order to understand the influence of these parameters 
on the system in medicine.  

The Lives Saved Tool for Maternal and Child 
Health (LiST) [15], [11] is a modeling framework 
developed by the Institute for International Programs at 
Johns Hopkins Bloomberg School of Public Health with 
intention to estimate the effect of health coverage on 
maternal and child health. LiST models the status of 
health coverage under the influence of various factors 
(e.g. increasing of health care services and usage of 
nutrition interventions). In this tool users can estimate 
the impact of different kinds of heath interventions in 
order to plan the strategies for the improvement of 
medical methods in maternal, newborn, and child 
health. The tool contains the data about the effect of 
some kinds of interventions on peoples’ health. Further, 
the data about maternal and newborn mortality rates, 
health coverage and interventions of a particular 
country or region, is collected. Thus, a user can 
simulate the usage of specific health care methods in a 
particular region and see the influence of this usage as 
graphical output.  

The Multi-Criteria Analysis Decision framework is 
a modeling framework for decision making and priority 
setting, which elaborates on possibilities to create „an 
equitable, efficient, and sustainable health care system“ 
[15]. All possible health interventions are ranked and 
compared during a multi-criterion analysis. A specific 
web-based framework to implement this approach was 
developed by the EVIDEM Collaboration [3]. The 

EVIDEM tool is used to provide the participants of the 
health care process with information and to support 
decision making during this process. The tool simulates 
different factors influencing patients’ health and 
produces a graphical output measuring the importance 
of these factors or the degree of their positive or 
negative impact.  
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Abstract. Models are one of the main vehicles in everyday and scientific commu-
nication, understanding, learning, explanation, exploration, comprehension, repre-
sentation, starting points for investigation, pattern detection and exploration, system
development, problem solution, hypothetical reasoning, and theory development.
Models are mediators, explainers, shortcuts, etc. Models are used as instruments in
these scenarios. Their function varies and thus their properties.

This paper investigates the functions of models in dependence on their scenarios.
We concentrate the investigation on engineering and construction scenarios which
are the main model use in Computer Science and Computer Engineering. The prob-
lem solving scenarios, the science scenarios, and the social scenarios are considered
as well in a brief form.

Keywords. models as utility, functions of models, instruments, scenarios

1. Introduction

Models are widely used in life, technology and sciences. Their development is still a
mastership of an artisan and not yet systematically guided and managed. The main ad-
vantage of model-based reasoning is based on two properties of models: they are focused
on the issue under consideration and are thus far simpler than the application world and
they are reliable instruments since both the problem and the solution to the problem can
be expressed by means of the model due to its dependability. Models must be sufficiently
comprehensive for the representation of the domain under consideration, efficient for the
solution computation of problems, accurate at least within the scope, and must function
within an application scenario.

1.1. Models in Software and Information Systems Engineering

Models in Information Systems (IS) development have three roles:

1. Acting as an abstraction of the real world;
2. Acting as a knowledge base;
3. Acting as a communication tool.

1hannu.jaakkola@tuni.fi
2thalheim@is.informatik.uni-kiel.de
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The purpose of Information Systems (IS) is to support tasks of the real world (business)
processes; IS modelling creates an abstraction of that (Figure 1). The modelling pro-
cess itself creates an evolution chain of models from requirements to design and further
to implementation and maintenance. This evolution chain can be seen as an IS related
knowledge base transferring (communicating) IS related understanding (static and dy-
namic proberties) between the development phases and among the development teams
representing a variety of interest groups of the IS.

Figure 1. The Role of Abstractions [25](modified by the authors)

In Figure 1 IS models (“system world”, lower part) are the abstractions of the real-
world (business) processes. Abstractions are focused on the essential characteristics; be-
cause of that there are detail gaps that provide means for misunderstanding and inter-
pretations. For a single set of characteristics we need several individual models describ-
ing the real-world from different points of view (a viewpoint represents a view to the
system under development), in which a single model provides a single view to certain
system characteristics. In Figure 1 these viewpoints are presented as overlapping ovals.
Overlapping binds the different viewpoints to the whole and provide means for confor-
mity and consistency checking. Such real-world properties that are not included in the IS
are represented by the external connections or excluded (based on abstraction, not seen
important and essential elements of the whole).

This simplified description of IS modelling rises up several questions:

1. What should be modelled and what can be left out?
2. How many views we have to take to the system?
3. How many individual models (modelling languages) we need?
4. When something is left out (which means that the model is not a complete 1-1

represenatation of the real world phenomenon) how the gaps are filled?

There is no clear right answer to these questions especially if we want to keep the focus
in the key issues. However, usually the problems in Information Systems relate more to
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the features that are not modelled than to those that are included in the models. Models
make things visible.

Views are used in ordering the individual models. There are several approaches in
this issue; one of the most referred is the Kruchtens 4+1 view model [26,47]. Kruchten
specifies a scenario view as a central point for the other views; it represents the visible
external behavior of the system in the form of use cases and other interaction models.
The four other views serve different needs: A logical view represents end-user function-
ality and is necessary information for a variety of interest groups, a development view
is targeted for the software developers and software management, a physical view cov-
ers aspects important for the system engineers transferring, and the process view to the
variety of roles responsible for the final software implementation.

Individual models are implemented by modelling languages. Every view covers sev-
eral viewpoints, which means that different modelling tools (languages) are needed. In
practice most commonly used modelling languages are semi-formal ones having formal
syntax and semi-formal semantics. Semi-formal modelling languages provide sufficient
exactness combined with reasonable easy understability. These languages are located
in the middle area of the continuum having easy-to-understand (natural) at the one end
and formal exactness combined with difficulty in understanding by non-professionals.
There are hundreds of modelling languages for different purposes. The effort of OMG
(Object Management Group) has continued the work initiated by Grady Booch, James
Rumbaugh and Ivar Jacobson in 1990ies and standardized Unified Modelling Language
(UML). UML has gradually become a commonly used set of modelling languages, which
have also unified principles of IS development processes (e.g. Rational Unified Process -
RUP). UML has 14 diagrams divided in two groups - behaviour and structure diagrams.
See the details e.g. in [48].

The problem with the modelling gaps has two sides. On the one side is the exactness
and on the other side are the problems caused by the non-modelled details of the reality.
The more exact the model is compared to the real world phenomenon the more complex
is the model and the more effort is needed to develop it. The non-modelled gaps cause
misinterpretations and misunderstandings having final manifestation in system quality -
unfortunately so. However, these can be avoided by well organized quality control ac-
tivities and by keeping the usage related interest groups close to the developers (Ag-
ile development). One detail not discussed above is the role of non-functional (quality)
properties, assumptions and limitations. Without going to the details, we state that they
are changing along the development work to functionality, system architecture, a part of
the development process, or stay as they are to be verified and validated in qualitative
manner.

1.2. The Notion of Model

Let us first briefly repeat our approach to the notion of model:

A model is a well-formed, adequate, and dependable instrument that represents ori-
gins and that functions in utilisation scenarios. [8,39,43]

Its criteria of well-formedness, adequacy, and dependability must be commonly ac-
cepted by its community of practice (CoP) within some context and correspond to the
functions that a model fulfills in utilisation scenarios.
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The model should be well-formed according to some well-formedness criterion. As
an instrument or more specifically an artifact a model comes with its background, e.g.
paradigms, assumptions, postulates, language, thought community, etc. The background
its often given only in an implicit form. The background is often implicit and hidden.

A well-formed instrument is adequate for a collection of origins if it is analogous
to the origins to be represented according to some analogy criterion, it is more focused
(e.g. simpler, truncated, more abstract or reduced) than the origins being modelled, and
it sufficiently satisfies its purpose.

Well-formedness enables an instrument to be justified by an empirical corrobora-
tion according to its objectives, by rational coherence and conformity explicitly stated
through conformity formulas or statements, by falsifiability or validation, and by stability
and plasticity within a collection of origins.

The instrument is sufficient by its quality characterisation for internal quality, exter-
nal quality and quality in use or through quality characteristics [38] such as correctness,
generality, usefulness, comprehensibility, parsimony, robustness, novelty etc. Sufficiency
is typically combined with some assurance evaluation (tolerance, modality, confidence,
and restrictions).

A well-formed instrument is called dependable if it is sufficient and is justified for
some of the justification properties and some of the sufficiency characteristics.

1.3. The Storyline of the Paper

The approach to model functions and its explicit treatment is novel. The maturity of
model development generalises SPICE approaches to software development. Section 2
clarifies what are model functions, what is the journey of a model in applications, and
what kind of maturity is necessary. We observe that model utilisation can be categorized
in four general dimensions. Dimensions are not orthogonal. A model may be used for
problem solving and engineering at the same time. This paper orients on the engineer-
ing dimension of model deployment. Section 3 elaborates this dimension in detail. We
elaborate the role of models and derive which function a model has to play in order to be
properly used as an instrument in Section 4.

2. Functions of Models

The function of a model is often taken for granted and seems not to be an issue for
investigation. Many modelling problems are caused by the unawareness of functions that
models play, of the scenarios in which models are used as instruments, of the specific
maturity that is necessary for an instrument, and of the journey of a model within these
scenarios. Since models become somehow more universal after their development they
are used in additional scenarios and in additional functions. This section now aims at a
clarification of functions of models and their necessary level of maturity for dependency
and adequacy of a model.

2.1. Models are Instruments

Models are used in some application areas in order to achieve something. They are, thus,
aids in accomplishing tasks in those scenarios. They become then useful, usable and used
task utensils which have their capacity and potential [2].
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Models are, thus, instruments3 that are adapted to facilitate a definite kind or stage
of operation in these scenarios, i.e. the model serves as an instrument or tool in a number
of roles. In a scenario, the use of an instrument may vary, i.e. the model can be used in
some variants of a play.

We observe in science that each science has developed its specific set of approaches.
Mathematics, for instance, uses the ‘mathematical method’. This method is a specific
mould, i.e. reveals clearly as having a certain character, forms the flow of processing and
thus application of a model, and determines a distinctive nature, character, or type of
the model to be used. Engineering and especially information system development have
their molds that became common practice. A similar observation can be made for almost
all sciences and problem solving tasks.

As tools instruments give practical effects to and ensure of actual fulfillment by
concrete goals. They combine the necessary components for this fulfillment what rules
the potential structure and the potential behaviour of models in these scenarios. They are
not lacking or faulty in any particular according to the purpose.

The role as an instrument in an scenario dictates which quality characteristics are
essential, i.e. in which case the model is sufficient and what are the evaluation and as-
sessment approaches. Sufficiency implies (1) the soundness and the excellence of every
model component, suggests (2) a completeness or perfection characteristics that can be
sought or regained by a model, implies (3) perfection deriving from integrity, sound-
ness, or completeness, and implies (4) retention of perfection of a model in its natural or
original state.

2.2. What is a Function of a Model

The function of something is determined by a characterisation what it is used for. The
function justifies a something’s existence. Functioning in a scenario means that models
obtain a role which clarifies the actions and activities assigned to or required or expected
of a model. The utility and usefulness of a model in some scenario defines the quality
of being of practical use. Quality is characterised by essential and distinguishing charac-
terisations of something. The capacity and the potential determines specified functions.
These general characterisations provide now a means for consideration of a function of
a model.

We distinguish the notion of goal, purpose, and function of a model similar to [9].
These notions are often considered as synonyms. The goal of a model is in general the
association between a current state and the target state that is accepted by stakeholders or
– more general – by members of a community. The purpose enhances the goal by means
that allow to reach the target state, e.g. methods for model development and utilisation.
The function extends the purpose by practices or – more systematically – by scenarios
in which the model is used. A typical scenario is the modelling method and its specific
forms. The purpose is characterised by actions for a model is specially fitted or used
or for which a model exists. Actions might be complex and structured. We thus might
consider any of a group of related actions contributing to a larger action. The goal is
then something set up as an object or end to be attained. The function is performed as
expected when applied.

3An instrument is among others (1) a means whereby something is achieved, performed, or furthered; (2)
one used by another as a means or aid or tool [32].
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A model function provides a characterisation (1) as being sufficient; (2) being ade-
quate (either in quality or quantity); (3) as satisfying, fulfilling, meeting the requirements
or expectations within a given scenario; (4) as being fit; (4) as conform to, meeting, and
fulfilling the wants or needs or condition or restriction; and (5) provide and supply what
is desired or needed.

Function, purpose and goal are interrelated. The profile of a model combines the
three properties. A function implies a definite end or purpose that the one in question
serves or a particular kind of scenario it is intended to perform. A purpose suggests a
settled determination. A goal suggests something attained only by prolonged effort and
hardship. Other relation notions are intention, intent, design, aim, end, and objective. The
objective or goal means what one intends to accomplish or attain. The intention implies
little more than what one has in mind to do or bring about. The intent suggests clearer
formulation or greater deliberateness. The design implies a more carefully calculated
model. The aim adds to these implications of effort directed toward attaining or accom-
plishing The end stresses the intended effect of model utilisation often in distinction or
contrast to the action or means as such. The object may equal end but more often ap-
plies to a more individually determined wish or need within a community of practice.
The objective implies something tangible and immediately attainable. In the sequel of
the paper we will consider mainly the function of a model. A similar investigation can
be performed for the other notions.

Models are used as instruments in certain utilisation scenarios such as com-
munication, reflection, understanding, negotiation, explanation, exploration, learn-
ing, introspection, theory development, documentation, illustration, analysis, construc-
tion, description, and prescription. They have to fulfil a number of specific func-
tions in these scenarios. Typical functions of models as instruments in scenarios are

(a) cognition,
(b) explanation and demonstration,
(c) indication,
(d) variation and optimisation,
(e) projection and construction,
(f) control,
(g) substitution, and
(h) experimentation [45].

2.3. Functions of Models in Scenarios

In general, a scenario an outline or synopsis of an application story where a sequence of
steps is performed by some members of the community of practice. Models may function
as instruments in these steps. We notice that each of the functions below require a specific
form of model. For instance, typical functions in information system development and
maintenance scenarios (e.g. those in [1,30,37]) are typically:

Communication and negotiation scenario: The model is used for exchange of mean-
ings through a common understanding of notations, signs and symbols within an
application area. It can also be used in a back-and-forth process in which interested
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parties with different interests find a way to reconcile or compromise to come up
with an agreement.
The model has several functions in this scenario: (personal/public/group) recorder
of settled or arranged issues, transmitter of information, dialogue service, and
pre-binding.

Conceptualisation scenario: Models may be used for conceptualisation of informa-
tion system terms. Conceptualisation is typically shuffled with discovery of phe-
nomena of interest, analysis of main constructs and focus on relevant aspects
within the application area. The specification incorporates concepts injected from
the application domain.
The function of a model within these scenario is semantification or meaning asso-
ciation by means of concepts or conceptions. The model becomes enhanced what
allows to regard the meaning in the concept.

Description scenario: In a description scenario, the model provides a specification how
the part of the reality that is of interest is perceived and in which way augmen-
tations of current reality are targeted. The model says what the structure of an
envisioned information system is and what it will be.
The function of models in these scenarios the representation of essential properties
and qualities in an accurate or precise form, i.e. delineation.

System construction scenario: Models in system construction scenarios are model
suites, i.e. requirement models, informative models, description models, prescrip-
tion model, and code models.
The functions in this scenario are inherited from those scenarios for models in the
model suite.

Prescription scenario: The model functions as a blueprint for or prescription of a infor-
mation system application, especially for prescribing the structures and constraints
in such applications.
Typical function of such blueprint models in these scenarios are: instruction, di-
rection, and guideline. Often diagrams such as UML diagrams are used in an in-
spiration function. This might, however, too limited.

Documentation scenario: Models are used for providing various concepts that have
been used for structuring and functionality development of a system. They specify
what will be is the system, how the system can be used, by what means, in what
way, what are supporting means, and wherewith facilities of the supporting soft-
ware systems. They typically describe the structure, purpose, operation, restric-
tions, and other requirements in a documentation scenario.
Functions of models are similar to functions of manuals, i.e. support for use, doc-
umentary validation, and presentation of documentary evidence.

Explanation and discovery scenario for applications: In early stages of database de-
velopment, the developer seeks an explanation and understanding of how, when,
and when which entities are of interest and should be taken under consideration.
Models serve then for presentation in a form that makes the origin intelligible
(comprehensibility of relevant ideas or objectives and understanding in an appli-
cation area) or support for hypothetical reasoning. The first function is typical
for domain-situation models [41]. The second one for mental models, especially
perception models.
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Explanation and discovery scenario for systems: In later stages and reorganisation
of a system application or ‘brownfield’ modernisation, the modeler rediscovers
which constructs have been the basis for which part of the database, which asso-
ciations occur among these constructs, which general forms are behind them, and
the boundaries within which associations.
Within these scenarios model serve for information extraction, providing aware-
ness, or making the origin intelligible.

Knowledge discovery and experience propagation scenario: Models tacitly inte-
grate knowledge and culture of design, of well-forming and well-underpinning of
such models and of experience gained so far, e.g. meta-artifacts, pattern and ref-
erence models. This experience and knowledge is continuously enhanced during
development and after evaluation of constructs.
Models are functioning for elaboration, exploration, detection, and acquisition of
tacit knowledge behind the origins which might be products, theories, or engineer-
ing activities. They allow to understand what is behind drawn curtain.

These scenarios are typically bundled into use spectra. Information system development
is mainly based on description, conceptualisation, and construction scenarios. The re-
engineering and system maintenance use spectrum is based on combination of documen-
tation scenarios with an explanation and discovery scenario from one side and communi-
cation and negotiation scenario from the other side. Models are also used for documenta-
tion scenarios, explanation and discovery scenarios for applications or systems, and for
knowledge experience scenario. We concentrate here on the four scenarios.

Furthermore, we cannot handle all functions for these four scenarios. The treatment
and the properties of these functions can be exemplarily explained for one of them. Since
the theory and techniques for informative models have already been developed in detail
in [44], we can develop in detail the function that an informative model has to serve in
Section 4. The function can be characterised by verbal expressions. Informative models
are characteristic for the first phase of system development and for the documentation
phase. Informative models are typically used as leaflet or instructions for use.

In general, models can be considered to be the third facet of science4 beside situ-
ation and theories. They are an essential element in problem solving and engineering.
They are widely used in daily life without calling them models. We observe that model
functions vary a lot. Models can be characterised by the ‘logos’5. The logos provides a
separation of scenarios into perception/utilisation (see ‘word’), concordance/acceptance
(see ‘judge’), intellectual absorbtion and comprehension (see ‘mind’), understanding and
sense-making (see ‘power’), application (see ‘deed’), and reseoning-backed application
(see ‘reason’) [40]. We are going to restructure the separation of concern in [40] by devel-
oping four main dimensions of model utilisation. Model development can be investigated
in a similar form but is left out in this paper.

The four main scenario dimensions of model use in Figure 2 are:

4The title of the book [3] has inspired this observation.
5We refer to J.W. Goethe poem “Faust” poem where Faust reasons in the study room scene on the meaning

of the word ‘logos’ λóγoς . This word has at least 6 meanings where Faust used only four of them: word,
concept, judgement, mind, power, deed, and reason. The first and sophisticated introduction of the logos can
be traced by to pre-socratic philosophy and especially the work by Heraclitus [28].
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Figure 2. The Kiviat graph for Functions of Models in Scenarios

Problem solving scenarios: Problem solving is a well investigated and well organised
scenario (see, for instance, [2,11,13,31,46]). It is based on (1) a problem space that
allows to specify some problem in an application in an invariant form and (2) a so-
lution space that faithfully allows to back-propgate the solution to the application.
We first describe a problem, then specify the requirements for its solutions, focus
on a context, describe the community of practices and more specifically the skills
needed for the collaborative solution of the problem, and scope on those origins
that must be considered. Next we develop a model and use this model as an in-
strument in the problem solving process. This instrument provides a utility for the
solution of the problem. The solution developed within the model setting is then
used for derivation of a solution for the given problem in the origin setting.
We may distinguish three specific scenarios:

Perception & utilisation: A problem becomes understood and can be investi-
gated in a proper form.

Understanding & sense-making: A problem is elaborated in such a way that its
specifics can be critically investigated and a solution can be derived.

Making your own: The problem is profoundly understood, properly formalised,
and a number of faithful solutions can be derived.

Engineering scenarios: Models are widely used in engineering. They are also one of
the main instruments in software and information systems development, especially
for system construction scenario. Engineering is often technology-driven problem
solving by practitioners where a problem got a different shape and a solution is
some material product within a given infrastructure. Engineering also considers
additionally robustness, failure management, safety, human factors, regulations,
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practicality, and cost 6. So, the scenarios add to some perspectives that are used in
science scenarios techniques, methods or processes used in production of any kind
of goods, e.g. services (see, for instance, [6]). Engineering is a goal-governed pro-
cess of designing and making tools beyond what is already available. Typical mod-
els in engineering are trial-and-error models, inspiration or enlightenment models,
and product (consideration or documentation) models.
We may distinguish three specific scenarios depending on the level of sophistica-
tion:
Application: Handicraft, apprenticeship, and engineering is an art of creating and

manufacturing a technics-based solution. It does not have to be scientifically
grounded. They main success criterion is that the solution suffices.

Application management: The art of solution development might be properly
organised and this organisation allows to repeatedly produce a product for
similar requirements and tasks.

Well-understood technology: Technology of solution development supports pro-
fessional outcome-oriented (e.g. indicator-based) engineering and manufac-
turing including mastering the whole process of development of tools, pro-
cesses, machines and equipment with an integrated view on facilities and
systems.

Science scenarios: Sciences have developed a number the distinctive form in which a
scenario is organised. Sciences make wide use of mathematical modelling. The
methodology of often based on specific moulds that are commonly accepted in
the disciplinary community of practice, e.g. [2]. Model development is based on
four phases: description, formulation, ramification, and validation. In the descrip-
tion phase, individual perception and situation models involved into the modelling
situation, are isolated and the corresponding primary properties are identified and
represented, e.g. [12]. In the formulation phase, properties are interrelated, inte-
grated and combined into a preliminary, initial model. This model is analysed in a
ramification phase in order to check whether the model is a proper solution and to
interpret and to consider its implications. Finally, the model and its capability and
capacity are assessed in a validation phase.
We may distinguish three specific scenarios:
Comprehension: Most sciences and also empirical sciences use a systematisa-

tion scenario (see, for instance, [22,23]) where individual tasks are consid-
ered first, later combined, then considered together, next potentially based on
concepts and theories, and finally based on theories.

Computation and automatic detection: Hypothetical reasoning and data-driven
discovery scenarios are essentially search scenarios (see, for instance, [17]).
Data science, knowledge discovery, deep learning, and business intelligence
applications typically use this scenario.

Intellectual adsorption: Advanced mathematics and natural sciences use deep
theories that have been developed and conceptualised over several centuries.
Their scenarios are based on intertwined theoretical concept systems, on con-
ceptualisation, and on meta-reasoning.

6Engineering is the art of building with completely different success criteria (see [33]: “Scientists look at
things that are and ask ‘why’; engineers dream of things that never were and ask ‘why not’.” (Theodore von
Karman))
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Social scenarios: Social scenarios are less investigated although cognitive linguistics
(e.g. [19,21]), visualisation approaches (e.g. [34]), and communication research
(e.g. [10]) have contributed a lot, e.g. by the notion of mental models and per-
ception models. Social models might be used for the development of an under-
standing of the environment, for agreement on behavioural and cultural pattern,
for consensus development, and for social education.
We may distinguish three specific scenarios:

Acceptance: Models support orientation. People might believe, trust or credit
what is given with the model. Schools of thought widely use models for
agreeing on approaches, on common understanding and thought, and on
some kind of exclusivity.

Internalisation & emotional organisation: Models may also affect behaviour,
understanding, communication, and social life. They are appraised in a com-
munity and might be the basis for a system of values.

Concordance & judgement: Models are often used in discourses. They allow to
collaborate to certain extend, to coact, and to integrate within a society.

In Section 3 we will now consider these specific models and their functions in en-
gineering scenarios. In most cases, a model is in reality a model suite that consists of
associated models.

2.4. Maturity of Models

A Maturity Model (MM) represents a path towards increasingly organized and system-
atic way of doing something. The maturity is defined by capabilities essential to fill the
goals of the target system. The Capability Model is a modular description of the capa-
bilities something has and needed to execute its tasks, described in the terms of the de-
sired outcomes. Each component of the capability model has its maturity defined by its
attributes. The maturity of the whole is the maturity profile of its components.

The most commonly used and the best known maturity models are CMMI and ISO
33004:2015 [4,15]. CMMI has its roots in late 1980ies, when Watts Humphrey joined to
Software Engineering Institute (SEI) of Carnegie Mellon University and published his
first version CMM [14] for improving the process quality of software developing organ-
isations. In his maturity model Humhrey applied Quality Management Grid developed
by Philip Crosby [5]. Since that CMM was further developed and applied in a big va-
riety of versions for different branches of business. The current version - CMMI v2.0
(Capability Maturity Model Integration) is published by CMMI Institute is from 2018
[4]. ISO 33000 series of standards [15] has its roots in 1990ies, when International Stan-
dardization Organization started project called SPICE (Software Process Improvement
and Capability dEtermination) as an international collaborative effort to develop a Stan-
dard for Software Process Assessment under the International Committee on Software
Engineering standard, ISO/IEC JTC1/SC7/WG10. Official standards developed in this
project were published as a series of standards ISO/IEC 15500 having the standard 15504
as a definition of their maturity model. The series number was changed to 33000 having
the standard 33004:2015 [ISO/IEC 2015] including the maturity model definition.ISO
standard included in two models - organizational level maturity model (continuous) and
process based staged model; in the current version these are coincided.
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The CMMI maturity model is based on five levels, which are (1) Initial (unpre-
dictable, poorly controlled and reactive), (2) Managed (characterized for projects and is
often reactive), (3) Defined (characterized for the whole organization and is proacticve),
(4) quantitatively managed (measured and controlled) and (5) Optimizing (focus on im-
provement).
The ISO model has six levels, which are 0. Incomplete, 1. Performed (process perfor-
mance), 2. Managed (performance and work product management), 3. Established (defi-
nition and deployment), 4. Predictable (measurement and control) and 5. Optimized (in-
novation and optimization). The capability of processes is measured using nine process
attributes specific according to the levels.

As seen, both models, CMMI and ISO/IEC, follow the same basic principles. We
have adapted the six level model that is applies these principles to characteristics and
capabilities in our maturity engineering model.

3. Models in Engineering and Computer Engineering

3.1. The Maturity Level of Model Utilisation in Engineering

The three main scenarios in Figure 3 we investigate are application, application manage-
ment, and industrial development based on well-understood technology. Software engi-
neering and information system development is currently mainly based on the first two
scenarios. Models function then according to system construction. Recent development
on component-oriented development, pattern, and product lines can be considered as
early stages of the third scenario. Web information systems [35] used the third scenario
in the most advanced way.

Application: Engineering is using different approaches to development than science and
daily social life. The compilation of engineering knowledge (see, for instance, the
six volumes [24]). The acting and deed scenarios are typical for all handicraft
and apprenticeship processes. An artisan has developed a number of habits for
production. Software engineering and information systems engineering are often
limited to this handicraft approach. The level of maturity may be high or ad-hoc.
The process of developing a product is somehow organised but not systematic.
The quality cannot be properly guaranteed however since the management of the
whole process is a prerequisite.
We may distinguish the 6 levels of maturity similar to the taxonomy levels for
physical or handicraft work in [22,23]:

1. Be inspired, guided, imitate: There are already similar solutions that have been
mastered in the past, e.g. code that has been developed for similar application
problems. These solutions can be modified and used for the current problem.

2. Deliberately apply and manipulate: The current solution collection has led to
some understanding of the issues that have been developed, e.g. the code for
search algorithms the first volume of [24]. New solutions can be found knowing
the properties of these collections.

3. Deliberately and precisely practise and manage: The problem area may be
properly organised and the algorithms can be organised within flow of work,
e.g. the systematic organisation of the data mining process [20].
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Figure 3. The Kiviat graph for Engineering Scenarios and their Maturity

4. Organise and reorganise course of action: Engineering can be reorganised
whenever it is necessary, e.g. agile SCRUM-based programming inherits the
goodies of classical software engineering.

5. Mechanise: The engineering framework has found some systematic treatment
that allows to mechanically derive the solution to problems, e.g. algorithmics
with the 10 classes of algorithms

6. Refine, reorganise, best practices: The problem area is so well understood that
solutions in this area can be developed based on best practices and inheriting
good solutions, e.g. on the basis of reference models valid for the entire appli-
cation, refinement, assessment, and getting the most of it.

These scenarios can be based on normal models [18,42]. The underpinning deep
model which incorporates the disciplinary modelling matrix (paradigms, postu-
lates, assumptions, ...) and the practised flow of action (mould) is inherited and
taken for granted.

Application management: ISO/IEC 33004 and CMMI [4,15] have brought an under-
standing of the level of maturity for development processes. Engineering as well as
software and information system development have developed approaches within
such scenarios but did not yet reach the highest levels of maturity. We may distin-
guish the 6 levels of maturity:

1. Fully describe: Each step of the scenario and the corresponding utilisation of a
model is well specified. The definitions are given and settled.

2. Execute well: The scenario can be executed and documented according to the
description and the model can be used as envisioned.
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3. Manage properly: The scenario can be managed in a form that allows to assess
its level of completion, its lacking points, and its deficiencies.

4. Establish: The scenario has already practised in a number of applications and
the experience gained can be used for new projects by adaptation to minor
differences.

5. Understand the entire process: The scenario is well understood. A correspond-
ing theory for reasoning about the scenario has been developed and ready for
application.

6. Optimise the process: The scenario and the corresponding models can be or-
ganised according to a number of indicators and properties.

The deep model is partially known at least for the basis part of the background
[18,45]. This part and the normal modelling approach can be revised, reorganised
and optimised to certain extend.

Well-understood technology: Software and information systems engineering is now
developing approaches to become a technology of analysis, design, and develop-
ment. Civil engineering and production management are the blueprint for such nat-
uralisation. Industrial production uses tools, provides facilities for individualisa-
tion, and applies measures for integrated quality management. The scenarios and
the models become ‘naturalised’, i.e. industrialised, manufacturable, adaptable to
other application cases, more natural, and lifelike.

1. Existence of tacit tools and ready-to-apply methods: The scenarios and models
are supported by tools and methods which can be used to generate them.

2. Matured activity in a engineering scenario: The technology has becoming a
standard and is used for manufacturing.

3. Standardised application that use pattern and are based on genericity concepts:
A number of general and easy to adapt approaches have been developed and
allow instantiation, context enhancement and refinement on demand.

4. Ready for deployment general techniques: The manufacturing itself has led to
machine tool design that can be brought in as off-the-shelf and can be adapted
to the current circumstances.

5. Processes that provide facilities for adaptation and individualisation: The sce-
narios and the models can be individualised according to the very specific cir-
cumstances.

6. Processes that integrate quality management: Quality characteristics are incor-
porated into the entire process and can be properly maintained.

The technological understanding leads to properly manageable, adaptable and op-
timised processes that can easily adapted to new circumstance, e.g. to changes in
the indicator system. The deep and the normal models are well understood and
their effect can be predicted. These scenario are based on meta-models, meta-
scenario, and meta reasoning.

3.2. The Engineering Dimension and the Model Notion

It seems that software and information system engineering is far from the maturity lev-
els. We claim, however, that these maturity levels can be successfully accomplished if
models are developed according to the model notion. Maturity can be characterised by
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capability attributes [4,15]. We base our approach on general quality management [16].
We define capability attributes directly by properties of adequacy and dependability Ca-
pability attributes for models are based on questions we can ask for a model or a model
suite. The most critical are the following ones:

• What is the function of the model in which scenario? What are consequential
purposes and goals? What are anti-goals and anti-purposes?

• Which origins are going to be deputed/represented? Which are not considered?
• Does the model contain all typical, relevant and important features of the origins

under consideration and only those?
• Rhetoric frame: who says what, when, where, why, in what way, by what means

that can be extended to the W*H frame [7].
• Is the instrument adequate and dependable within the utilisation scenario? What

are the parameters for adequacy and dependability?
• How purpose-invariance and solution-faithfulness is going to be defined?
• What kind of reasoning is supported? What not? What are the limitations? Which

pitfalls should be avoided?
• Do you want to have a universal model that contains all and anything? Would it

be better to use a model suite where each of the models depute/represent some
specific aspects? What about the non-essential aspects?

4. Functions of Models Defined by Verbal Expressions

Now we face the description problem for functions of models. Models can be classified
according to their instrument properties in scenarios. Let us consider only three specific

Didactic models
Manufacturing modelsRepresentation

of work processes

Negative form models
Positive form modelsProduction

mould

Template (Vorlage) models
Prescriptive models
Negotiation/discussion models

Prospective
models

(3) Engineering
models

Study
Retrospective models(2) Reconstruction

models

Interaction, collaboration among origins
Scenes of origin usage

Theme groups

Illustration model
Survey model

(1b) Informative
representation

models

Contract model
Proposal models
Advertisement models

Ordering models

Ensemble models (model suite)
(1a) Architecture

models
(informative)

Functions
of models

Figure 4. Separation of Functions of Models

functions: inform, reconstruct, and engineer. Moreover, these kind have also sub-kinds.
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We arrive at a separation of models in Figure 4. This kind of separation can be combined
with the categories presented in [44,45].

These kinds lead to three different kinds of models with different capabilities, i.e.
three different styles (or stereotypes) of adequacy and dependability. The properties of
adequacy (analoguous, focussed, purposeful) and dependability (justified (corroborated,
coherent/conform, validated, stable/plastic) and sufficient (quality characteristics, evalu-
ation)) are specific for each kind. The properties can be considered as parametric char-
acterisation of the model capability.

4.1. Functions of Models Explicitly Given by Verb Fields

We still need, however, a means to characterise the functions of models. We propose
to use word fields (or semantic fields of words [27,36]) for characterisation. A word
field has typically several words which are related to each other by similar meanings or
through a more abstract relation. The bundle of words bears the meaning. The words
in a word field all relate to the same subject or concept. A word in a word field can be
considered as more general one than another in the same word field.We may thus draw
tree like the one in Figure 5. For instance, the word ‘believe’ is used in two seman-
tic fields: (1) (verb form) accept as true; taken to be true with a number of synonyms
(trust, buy, infer, bank, swear, believe in, rely, swallow, accept, understand); (2) (noun
form) as make-believe, the enactment of a pretense with other synonyms (feigning, pre-
tense, pretending, simulation, pretence, pretend). It seems that the hypernym (describing
a word more broad) and hyponym (more specialised and specific) association (for verbs
additionally the troponym) provide a specialisation and generalisation structure for word
characterisations of models. Since models are instruments we may reduce consideration
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explainjustifyconfirm
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.........
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Figure 5. Characterisation of Models by Verbs
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to verbs and verbal expressions. For instance, engineering systems may be based on three
activities that are related to the three words describe, specify, and prescribe. “Prescribe”
itself is related to “instruct”, “direct”, and “guide”. “Instruct” with the meaning to “give
instructions or directions for some task” can be linked to either (1) “give instructions or
directions for some task” or (2) (less relevant for system engineering) “impart skills or
knowledge to”. The third meaning of “make aware of” can be neglected.

If we restrict the word fields to some specific ones then a functions becomes prop-
erly shaped and the capabilities which are necessary can be drawn. The corresponding
representation can be given as a category network. Each word field thus describes thus
the mission and the determination we have in the mindset as habitual or characteristic
mental attitude that determines how you will interpret and respond to situations. The mis-
sion separates the task into important ones and less important ones where the first enable
to perform properly this task in the given scenario as an assignment. The determination
decides and controls the model’s outcome or nature. The determination is an explanatory
statement extended by how the model is used, what is the main background behind this
instrument, and why to use this model. It provides basic ideas, features, particularities,
and the utilisation pattern for the model.

4.2. Model Function Extended to the Cargo

We may now derive a general specification form for the function of a model:

Word field describing the mission and the determination of a model;
When, how in general, what for, by whom, for whom the model is used;
Capability and incapability attributes as adjective characterisation of a model;
In what way, with what requirements the model has been developed.

The specification can be narrative, sign-based, or implicit. We advocate the first form and
an explicit statement about the function of a model. This explicit statement allows to rea-
son about when this artefact is not a model but simply an object, which anti-profile has
a model, and which specific considerations must be taken into account. The journey of a
model is given by an association to one or several scenarios. For instance, a model suite
in a waterfall approach consists of an inspiration model that is used before requirements
are agreed, of a declaration model describing the objectives, of a prescription model for
coding, of a documentation model for the code developed, and of an educational model
used for elaboration of experience gained during development.

For instance, an entity-relationship diagram may be combined with a number of
view schemata and realisation templates. In this case, it functions as a prescription model
in an information system greenfield development scenario if it is definitely guiding the
codification as a design of structuring and derivable viewpoints. View schemata are used
for representation of user viewpoints and viewpoints for system’s operating how the data
can be used. Greenfield scenarios start coding from scratch. Brownfield scenario use
another kind of model.

The word field “guide” has two aspects: to act as a guide to and to direct in a codi-
fication; to direct, to supervise, to influence, to superintend the codification. Partial syn-
onyms in this word field are “lead”, “steer”, “pilot”, and “engineer”. The background
comes with the kind of supporting technology and the deep model that is governed by
IS technology. Adequacy requires in this case mapping properties to the origins and to
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the code. The focus is given by the origins that are exemplarily considered. The purpose
is related to construction. Corroboration, validation, and plasticity are determined by
the origins. Conformity is determined by the standards in the information systems area.
Quality in use is based on the visual representation requirements and the transformation
to code. External and internal quality are those that are commonsense in the area. The
tight binding provides also the evaluation of the model. The community of practice is the
modeller, the technologist, and the programmer. The binding to origins determines the
requirements to the model.

The cargo [29] of a model consists of the model functions and additionally of the
abstract declaration of the meaning, and of the narrative explanation of the identity.
The abstract declaration of the meaning mainly contains main semantic and pragmatic
statements about the model. The description of value of the model is determined by the
functions in the utilisation scenarios and its importance within the given settings. The
identity of a model is given by the actual and communicated identity. The three other
kinds of an identity (accepted, ideal, and desired identity) are often neglected. The cargo
can be considered as an abstract that describes the model. The cargo describes why a
model should be accepted by some community of practice and in which scenarios the
model has which functions, which context and background is (implicitly).

Any instrument that is used as a model has a cargo that determines its utility value
and its present utilisation value. The function is the central ingredient of this cargo.

5. Conclusion

In our paper we have introduced a framework that clarifies the essence of modelling. In
practice, the development of models in a variety of application scopes is not systemat-
ically guided and managed. We have started with a case study focusing in information
systems (IS) modelling the area of modelling that is best known by the authors. We
pointed out aspects that make IS modelling difficult and cause problems in model qual-
ity. Based on these findings we have developed stepwise our general framework explain-
ing the essence of different models and different modelling practices. We have wanted
to show the heterogeneity of models, but also the fact that model types have same basic
properties, functions of models.

In our framework models are seen as as instruments that facilitate functions. The
model has a goal (having a target state) that is expected to reach by modelling, purpose
that enhances the goal by means that allow to reach the target, and function that extends
the purpose by executable practices represented as scenarios. The paper handles the idea
of functions of models in a wide manner covering different (classified) types of models.

The first step in our framework introduces the scenario approach - we see functions
as scenarios. A wide variety of scenario types are discussed, but for detailed handling
we have selected four scenarios - engineering, science, social and problem solving. This
four scenario approach divides each main scenario into three sub-scenarios describing
the typical characteristics of them. This approach provides us means to analyse the ma-
turity of models functions in the scale of six. This analysis approach is derived from the
principles of CMMI and ISO 33004 maturity models. The detailed handling is focused in
engineering scenarios. We have developed similar analysis for the three other scenarios
- social, problem solving, science but because of the limited space these were left out of
the paper.
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The second step of our framework we face the description problem for functions
of models. Models are classified in this step according to their instrument properties in
scenarios. For that purpose we have constructed three specific functions - inform, recon-
struct, and engineer. Two alternatives to specify the functions of models are introduced
- functions of models explicitly given by verb fields and model function as the main
ingredient of a cargo.

As a summary - we have introduced a framework that can be used in analysis of
modelling and developing modelling methods. It provides means for analyzing the ma-
turity and quality of models. The framework is useful both for modelling practitioners
and for those who are focused in developing modelling methods.

References

[1] C. Batini, S. Ceri, and S. Navathe. Conceptual database design (an entity-relationship approach). Ben-
jamin/Cummings, Redwood City, 1992.

[2] R. Berghammer and B. Thalheim. Wissenschaft und Kunst der Modellierung: Modelle, Modellieren,
Modellierung, chapter Methodenbasierte mathematische Modellierung mit Relationenalgebren, pages
67–106. De Gryuter, Boston, 2015.

[3] S. Chadarevian and N. Hopwood, editors. Models - The third dimension of science. Stanford University
Press, Stanford, California, 2004.

[4] CMMI. Capability maturity model integration, version 2.0 CMMI. CMMI Institute, 2018.
[5] P.B. Crosby. Quality is Free. New American Library, New York, 1979.
[6] A. Dahanayake and B. Thalheim. A conceptual model for IT service systems. Journal of Universal

Computer Science, 18(17):2452–2473, 2012.
[7] A. Dahanayake and B. Thalheim. W∗H: The conceptual model for services. In Correct Software in Web

Applications and Web Services, Texts & Monographs in Symbolic Computation, pages 145–176, Wien,
2015. Springer.

[8] D. Embley and B. Thalheim, editors. The Handbook of Conceptual Modeling: Its Usage and Its Chal-
lenges. Springer, 2011.

[9] F. Engels. Dialectics of Nature. Wellred, 2012.
[10] H. Fuks et. al. The 3C collaboration model. In Encyclopedia of E-Collaboration, pages 637–644. IGI

Global, 2008.
[11] G. Greefrath, G. Kaiser, W. Blum, and R. Borromeo Ferri. Mathematisches Modellieren für Schule und

Hochschule, chapter Mathematisches Modellieren - Eine Einführung in theoretische und didaktische
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Abstract. Programming became more and more comfortable with development of
third and fourth generation programming languages. Although the fifth generation
project did not achieve its goals, the necessity for more comfortability is still chal-
lenging. This paper delineates the path towards true fifth generation programming.
based on literate modelling with model suites that generalises model-driven devel-
opment and conceptual-model programming. A model suite consists of a coherent
collection of explicitly associated models. A model in the model suite is used for
different purposes such as communication, documentation, conceptualisation, con-
struction, analysis, design, explanation, and modernisation. The model suite can
be used as a program of next generation and will be mapped to programs in host
languages of fourth or third generation. So, we claim that models will become pro-
grams of true fifth generation programming.

Keywords. model-based programming, models are programs

1. Introduction

Programming has become a common cultural technique, esp. for non-computer special-
ists, engineers, and laymen where the latter already start with simple tools like MIT
Scratch programming or LEGO. Programs and computers have become an essential part
of modern infrastructure. Programming is nowadays a socio-material practice in most
disciplines of science and engineering. Despite the detailed research knowledge gained
so far, the quality of programs decreases, for instance, due to the wide variety of program
applications, due to the large variety of program libraries and their constant evolution,
due to the numerous languages and toolboxes, due to integration and impedance prob-
lems among already existing programs, due to application of different programming cul-
tures, and due to missing provenance and documentation support. Programming is not
the most natural kind of communication for many programmers. They reason in a dif-
ferent language and at different abstraction levels. They often have difficulties in under-
standing their own programs later on or programs developed by others. At the same time,
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systems become more complex and thus less comprehensible. We are thus approaching a
software crisis 2.0 [Ama16,Far16,VM11,WVH17]. Programs are still developed on the
basis of the third and fourth generation although the underlying mental concepts are not
expressible in these languages. Moreover, critical software components for everyday life
systems, for infrastructure, for management and control are developed by non-computer-
specialists who are not familiar with matters of maintainability, risk avoidance, error
tolerance, precision, completeness, integration, migration, and component coherence.

However, programmers have already initially and intrinsically an idea and mod-
els how to solve their problems and how to solve them. This idea is the rationale which
underlies programming, i.e. it is a mental model of the solution that is going to be de-
veloped. As long as the models behind are only intrinsic and hidden, the solution back-
ground and the program ideas become tacit secrets of programmers. It seems far better if
an appropriate support for modelling, gradual improvement, and refinement of the mod-
els is provided. If this support becomes sophisticated and code can be generated from
models, the need for program development is reduced to the real problematic cases which
are resolved by professionals. In this case, some models in a model suite [Tha10] become
programs at a higher level of programming. They are compiled to classical programming
languages. Therefore, models become programs at a higher and more comprehensible
level. They are more efficiently and correctly developed.

1.1. The Path Towards True Fifth Generation Programming

Our approach fundamentally revises, combines, and corrects two already existing ap-
proaches: (1) Model-driven development approaches (MDD) (or engineering or archi-
tecture) are the latest developments (e.g. [SV05]). Users start with requirements and
continue with platform-independent models which can be specialised and refined to
platform-specific ones. The platform-specific models are translated to code. Yet, the men-
tal model behind the requirements is not explicitly considered. The approach does also
not consider the intrinsic details of all the models. (2) Conceptual-model programming
[ELP11] asserts that programming activities can be carried out via models. Models are
complete and holistic, are conceptual but precise, and are executable. These models can
be refined at any level of abstraction. However, the underlying foundations remain in-
complete thus hindering full realisation. Both approaches have so far failed to fully gen-
erate deployable systems. The path towards model-based programming has however al-
ready been tested for web information systems. A third approach, which is mathemati-
cally precise, is based on abstract state machines [BR18] that offers a semantically well-
defined, pseudo-code language for specification at various abstraction levels. These mod-
els provide an accurate high-level description, support quality assessment, and can be
mapped to third generation programs. By combining the first two approaches with the
mathematically precise description, Modelling-as-Programming (MaP) will be a spring-
board for next generation programming. Next generation programming will be the first
step towards true fifth generation programming.

1.2. The Storyline of This Paper

The paper develops a programme for true fifth generation programming that starts with
models and uses models as a program specification. It is similar to second and third gen-
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eration programming where programmers are writing programs in a high-level language
and rely on a compiler that translates these programs to machine code. We propose to use
models instead of programs and envision that models can be translated to machine code
in a similar way. This paper presents the first starting vision to such novel kind of pro-
gramming. The completion and full establishment of this programme may take a decade.
Information system modelling is, however, already a positive proof of this kind of pro-
gramming by models. Models delivered include informative and representation models
as well as the compilation of the model suite to programs in host languages. Models
will thus become executable while being as precise and accurate as appropriate for the
given problem case, explainable and understandable to developers and users within their
tasks and focus, changeable and adaptable at different layers, validatable and verifiable,
and maintainable. Therefore, we start first with a discussion what models-as-programs
means. Next we discuss literate modelling as high quality modelling with model suites.
Section 4 describes our envisioned realisation path.

2. Modelling - The Next Generation Programming

Model research has a long, more than 2000 years old history in sciences, engineering,
and daily life (e.g. [Mül16,TN15]). Computer science and engineering uses models as the
main vehicle for system construction, description of problems and systems, explanation,
and system quality investigation. Computer science has developed a very large number
of model notions. As investigated in [TN15], these notions mainly differ according to
the model purpose, the attention of the community, the background, and especially the
language setting.

2.1. Modelling is Often Only Normal Modelling

The main difference to classical programming, model-driven development, and conceptual-
model programming is the explicit orientation on the extrinsic surface model called nor-
mal model (yellow color in Figure 1). By contrast, the deep model (green color in Figure
1) consists of the background, the context, the intentions behind the model, the com-
monly accepted practice in the community of practice (CoP), and the setup of the model.
The deep model and the normal model should however be considered as a whole.

We use the model notion from [TN15,Tha18]3 that is depicted in Figure 1. An es-
sential result of the interdisciplinary brainstorming seminars of the modelling commu-

3A model is a well-formed, adequate, and dependable instrument that represents origins and that functions
in utilisation scenarios. Its criteria of well-formedness, adequacy, and dependability must be commonly ac-
cepted by its CoP within some context and correspond to the functions that a model fulfils in utilisation sce-
narios. The model should be well-formed according to some well-formedness criterion. As an instrument or
more specifically an artefact a model comes with its background that is often given only in an implicit and
hidden form and not explicitly explained. The background consists of an undisputable grounding from one side
(paradigms, postulates, restrictions, theories, culture, foundations, conventions, authorities) and of a disputable
and adjustable basis from other side (assumptions, concepts, practices, language as carrier, thought community
and thought style, methodology, pattern, routines, common sense). A well-formed instrument is adequate for
a collection of origins if it is analogous to the origins to be represented according to some analogy criterion,
it is more focused (e.g. simpler, truncated, more abstract or reduced) than the origins being modelled, and it
sufficiently satisfies its purpose. Well-formedness enables an instrument to be justified by an empirical corrob-
oration according to its objectives, by rational coherence and conformity explicitly stated through conformity
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Figure 1. The conception and notion of a model with extrinsic elements of the normal model (yellow color)
and intrinsic elements of the deep model (green color)

nity at Kiel University since 2009 has been the explication of the intrinsic enthymeme-
like deep model within all models used in science and technology [TN15]. Modelling
is currently mainly modelling of the surface-like normal model without explicit descrip-
tion of the background. The normal model is bound to its deep model. It is thus not en-
tirely understandable to anybody, e.g. outside its context (e.g. discipline) and its CoP.
The concentration on normal modelling is one of the main reasons why model-driven
development and conceptual-model program have not succeeded as expected. If the deep
model is not known and not understood then translation or mapping to platform-specific
models becomes infeasible. This situation is similar to specifying LaTeX text without
the corresponding strategic setup, e.g. by .cls, .clo, .def, .bst, .sty etc. files and libraries.
The separation into the intrinsic and extrinsic parts of models is also depicted in Fig. 1
where the light blue part the normal model, the yellow part represents the mixed extrinsic
and intrinsic part, the green part the part that is mainly build from the deep model. The
explicit description of a deep model reveals the secrets within models.

The deep model has not been considered for model-driven development (MDE,
MDA, MDD) and conceptual-model programming. This non-consideration is the main
source for impedance mismatches between source and host languages, crucial transla-
tion problems, and the failure of these approaches. The explicit treatment of deep models
and of high-quality source models (e.g. standardised generic and reference models) is

formulas or statements, by falsifiability or validation, and by stability and plasticity within a collection of ori-
gins. The instrument is sufficient by its quality characterisation for internal quality, external quality and quality
in use or through quality characteristics such as correctness, generality, usefulness, comprehensibility, parsi-
mony, robustness, novelty etc. Sufficiency is typically combined with some assurance evaluation (tolerance,
modality, confidence, and restrictions). A well-formed instrument is called dependable if it is sufficient and it
is justified for some of the justification properties and for some of the sufficiency characteristics.
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THE essential difference of our approach. Complete knowledge about the model is THE
guarantee for modelling as programming.

2.2. Models as Model Suites

Researchers and engineers often collaborate in interdisciplinary and interacting commu-
nities. A model suite [Tha10] can also incorporate viewpoints and sub-models that sup-
port interaction and exchange with collaborating partners on the basis of sub-models.
I envision that model-backed collaboration is far more effectively support collaborative
work and problem solving in communities.

A model may combine several facets at the same time and may thus have its structure
where some facets support specific purposes and functions. A model suite is a coherent
collection of well-associated models at a variety of abstraction levels, foci, and scopes.
The associations are explicitly stated, enhanced to explicit maintenance schemata, and
supported by tracers for the establishment of coherence. Coherence describes a fixed
relationship between the models in a model suite.

Model suites support holistic and consistent description of models at numerous lev-
els of detail, precision, completeness, foci, and scopes depending on context, function of
the model, community of practice, and origins that are really of interest. They close thus
the gap among ideas and intentions, requirements, conceptualisations, and realisations.
Models in a model suite support various functions such as communication support, me-
diator for system construction, basis for problem solving, facilitator for contracting and
negotiation, documentation, analysis and quality assessment, support for integration, and
warrant for migration and modernisations. Representation and informative models are
typical models in a model suite. The latter can be generated. Models in a model suite can
also be generated from others, e.g. in order to represent viewpoints [Tha10].

Model suite development is an intellectually challenging task if we aim at a complete
model suite. For this reason, MaP also incorporates toolbox support.

2.3. Models are New Generation Programs

Models are currently used as a prescription or blueprint for programs of the third or fourth
generation. We envision that models themselves can be considered to be the source code,
i.e. models and model suites are essentially the program source. The independence con-
cepts (hardware, operation system, physical, and logical independence) will be extended
by programming language, platform, environment, and system independence since mod-
els can be transformed to different kinds of programming languages. The translation re-
quires sophisticated compilers including optimisation facilities. Models in a model suite
can be translated to code while other models in the model suite serve as communication
and collaboration means in the CoP.

MaP proposes now new programming paradigms, develops novel solutions to prob-
lem solving, integrates model-based and model-backed work into current approaches,
and intents to incubate true fifth generation programming.
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3. Literate Modelling as Literate Programming

3.1. Towards Literate Modelling

A holistic approach entirely based on models will thus provide a better support. The
model support must include multi-model treatment with coherent model ensembles at
different levels of abstraction, with explicit and maintainable associations among these
models, with supported intellectual management of the complexity, with explicit knowl-
edge of details of the models, and with sophisticated quality management. Models have
also their anti-profile [Tha17] that limits applicability of model-backed development.
Such a holistic and general approach would be too ambitious and unrealistic. Therefore,
MaP focusses its scope on selected areas of Computer Science and Engineering. We,
thus, start with four application areas of model-backed development and then use the
experiences gained to extend our scope.

Already literate programming [Kn84] considered a central program together with
satellite programs, especially for interfacing and documenting. We generalise and extend
this new paradigm of programming with GibHub, ’holon’ programming, and schemata
of cognitive semantics. Projects like the Axiom project or the mathematical problem
solver [Pod01] have already shown the real potential of literate programming. The as-
sociation among models must become manageable and be supported by computational
features. The design and development of model suites has realigned the model ensemble
approach to meet this challenge. One reason that literate programming has not become a
mainstream paradigm is that implicit and intrinsic components remain largely unknown.
Another reason is the missing representation of models behind the code and the missing
representation of thoughts of people. A third reason is the hidden representation of the
intention and the application task that has been the reason for developing a program.
A fourth reason is the implicit usage of experience and of generic models behind the
program solution. Our approach will reveal intentions, strategic and tactical issues (see
Figure 2).

Model-backed development of systems will not be a universal solution to all com-
putational problems. It is however a solution for those application cases for which users
have an idea that can be expressed as a mental model. These models can be understood as
interfacing or communicated models. In this case, the mental model can be enhanced by
models characterising the problem space according to the needs, interest, and intentions
of users. Users have their own understanding of the problem space, their educational and
work environment, and their culture as ’programming of their mind’ [Hof01]. Different
users might use different models for the same application case. That means, we support
modelling as literate modelling. It frees the modeller from the inherent and implicit parts
of a model as modelling is understood at present and imposed by modelling languages
and means that the modeller can develop models in the order of the flow of their thoughts.
A model suite also explains the model and its intrinsic components in a natural language
and is interspersed with snippets of representation and realisation models. This means
that models are very easy to understand, to justify, and to share, as all its details are
well explained. Literate modelling is a change of the mindset by making the story of the
model suite explicit. It reduces bugs, misconceptions, and flaws in a model. Models are
communicated to both people and machines.

Models can be transferred to programs if all details within the model are known and
the models themselves are well-structured based on a sophisticated model language, e.g.
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extended entity-relationship models with stereotyped and refinable profiles and direc-
tives for realisation (among stereotypes we may select the default one) [KT16]. A gen-
eral model language would be the basis for a universal solution and thus cannot exist.
We can however use modern engineering approaches. Engineers already develop sys-
tems based on standardised components. They use composition pattern and some kind of
quality and failure management. Components and compositions can be coherently spe-
cialised in machine tool building. They are based on standards in this case. Database and
workflow models can also be built in this form [MNS+13]. Standards are in these cases
generic models or reference models. We restrict our approach to this kind of models.
This standard-backed approach can also be applied to model suites. All models that are
not directly derived from mental models are standard-backed models. Mental models are
going to be enhanced and generalised in such a way that they become the source for
a generic or reference model. This harmonised treatment then supports model-backed
development of programs. Thus model suites become the source for programs.

3.2. Towards Next Generation Programming as Starting Point for True Fifth
Generation Programming

The rationale behind the initial fifth generation program language project was very ambi-
tious [Mo82]: development of a general-purpose, multilingual environment and general-
purpose problem solver that also supports natural language communication and multime-
dia processing; support for general knowledge representation, storage, processing, and
retrieval; automatic problem-solving after accurate and abstract problem specification;
closing the mental and the language gap between users and computers; development of
sophisticated logical and functional machines for backend computation; developing an
advanced architecture for support of these features; development of sophisticated theo-
ries and technology for support; development of a distribution and collaboration archi-
tecture. However, the initial fifth generation programming languages project was never
completed. It failed despite its great technological and social advances since it was too
early for the hardware progress, it was highly dependent on AI technology, it did not
achieve an integration of AI and human-computer interface techniques, it was oriented
on one programming paradigm and on mathematical logics, it tried to provide a universal
solution for any kind of programming, it routed granularity to basic program blocks, and
it was oriented on one final solution instead of coherent reasoning of coherent variants
of final solutions depending on the focus and scope of a user4.

MaP now aims at true fifth generation programming where models are essentially
programs of next generation and models are translated to code in various third or fourth
generation languages. Programs of next generation programming must at the same time
be understandable by all parties involved, support abstraction, be as accurate and pre-
cise for the problem space and the issues to be solved, transferable and distributable to
other parties, commonly deployable by all parties, and support quality management and
reasoning.

Due to its user orientation, next generation programming cannot rely on single lan-
guage paradigms. Instead, models as programs must become language independent. Lan-
guages of third and fourth generation of programming languages became already hard-

4Our approach has been inspired by H. Aiso [Ais88] who chaired the architecture sub-committee in the
Japanese fifth generation computer project [Mo82].
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ware, storage, operating system, firmware, and optimiser independent. Language and
platform independence will support non-specialists to program based on their models
without forcing programmers to certain style of thinking and programming.

Our approach is based on stereotypes for deep models and on generic and refer-
ence models as a starting point for normal models. Model-driven development, engineer-
ing and architecture (MDD, MDE, MDA) taught some valuable lessons reported about
model-driven approaches, e.g. those in the list in [Web95]. Two main problems limited
the applicability of MDA and MDD: the intrinsic and not explicitly stated deep model
and the restrictions in layering development.

Models are a more natural kind of human reasoning than programs could be. Pro-
grams are often oriented on algorithmic thinking. Most programming languages use
simple variable spaces. Object-orientation has added essentially user defined object-
relational structures. Network diagrams are one of the reasons why the entity-relationship
structuring became quickly popular. All these structures are, however, one-facetted, cog-
nitively simplistic, and without multiple viewpoint representation. Human communica-
tion is partner-oriented, is ambiguous in structure and meaning, uses partially seman-
tics, is culture-dependent, is oriented on parsimony instead of completeness or precise-
ness, uses previous communication histories, considers principles of communication
such as politeness, uses background information, and incorporates ellipses and context-
dependent abbreviations. Models are represented according to the communication flow
and the communication partner. Models thus must have a number of faces (or contrast
classes and relevance classes [Fra80]) that can be used interchangeably. Human think-
ing does not separate syntax, semantics, and pragmatics but treats them as a coherent
and larger whole. It is rather based on mental models such as collections of interrelated
personal perception models or environment- and culture-oriented domain-situation mod-
els. Moreover, it is complex, multi-facetted, highly adaptable to different viewpoints and
opinion, multi-viewpoint oriented, and network-connected.

Non-professional programmers are confronted with problems of transferring their
understanding and their models to algorithmic and computer-oriented environments. The
transformation process from thoughts to programs is error-prone, is oriented on the nor-
mal case without consideration of the entire picture, requires one central representation,
and some understanding of computing technology.

Therefore, it is far better to support non-professionals by model-backed program-
ming instead of forcing them to learn and to fully understand programming in third or
fourth generation languages. True fifth generation programming is a better model-based
representation of problems. In this case, the model must be understood both in their
extrinsic, directly represented components and their intrinsic background. The second
part has not taken into consideration in model-driven development and conceptual-model
programming. This second part is, however, a central necessity for model-backed next
generation programming. The explicit treatment of this part will become a ’silver bullets’
for the new programming.
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4. The Programme and Its Realisation Path

4.1. The Layered Model Development Framework

The layered approach has already often and successfully been used in Computer En-
gineering. Most program language realisations follow this approach since COBOL and
ALGOL 60 development (e.g. infrastructure definition; variable space; program space;
interpreted or compiled code) and application development (e.g. application case; in-
frastructure; design; specialisation & tuning; Deliver). Layering has also been the guid-
ing paradigm behind text processing, e.g. behind the TeX and LaTeX realisations
[Knu86,Lam94] with a general setup layer, the content layer, the adaptable device-
independent layer, and the delivery layer. We assume that this approach is the universal
basis for treatment of models as programs at least for programming by non-specialists.
The approach for professional programmers is different. It can, however, also be sup-
ported in this manner how the success of programming environments such as Eclipse has
already been demonstrating. These toolboxes have become accepted for their ease of use.
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Figure 2. The layered approach to model suite development and program generation

The model suite will be layered in Figure 2 into models for initialisation, for strate-
gic setup, for tactic definition, for operational adaptation, and for model delivery. At the
left side the issues for the model suite are represented. The right side displays the activ-
ities and methods for the development. The corners of the octagon represent the starting
and final stages as well as sources and enablers of the intermediate stages. We restrict
the picture to the layered model development process. The complete model suite thus
becomes the source for the code of the problem solution, and for the system to be built.
Currently, one model is considered to be the final product. Model suite development re-
sults in a number of models: deep, generic, specific, and normal models. Since any model
has its deep elements, we start with the development of this deep model. In many cases,
we use reference models or generic models (or tactical model frames like those used in
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data mining and analysis). Models have their own background that is typically not stated
explicitly but intrinsically. Methods for developing and utilising models are considered
to be given. The intrinsic part of a model and these methods form the deep sub-model
[Tha18]. The deep model is coupled with methodologies and with moulds that govern
how to develop and to utilise a model. The deep as well as the general model are start-
ing points for developing the extrinsic or ”normal” part of a model. Consideration of
modelling is often only restricted to normal models similar to normal science [Kuh70].
Classical modelling often intentionally presupposes the initialisation and intrinsic layers
and assumes that these layers cannot be reconsidered and specifically changed according
to the functions. The developer thus loses the understanding of the model and why the
model is dependent without an understanding of these layers. Model suites, however, in-
tegrate these models over all layers. Another main obstacle why model-driven develop-
ment and conceptual-model programming has not yet succeeded is the non-consideration
of modelling moulds.

Intention modelling extends rational-based software engineering [BCM+08]. The
W*H specification pattern [DT15] can be applied to model initialisation as well as in-
cludes then the following set of statements: (1) a plan, function, and purpose dimen-
sion (model as a conception: ’wherefore’, ’why’, ’to what place or end’, ’for when’, ’for
which reason’) within a scenario in which the model is going to be used as an instrument;
(2) a user or CoP dimension (’who’, ’by whom’, ’to whom’, ’whichever’) that describes
the task portfolio in the CoP and profile of users including beliefs, desires and inten-
tions; (3) an application and a problem dimension (‘in what particular or respect’ , ’from
which’, ’for what’, ’where’, ‘whence’); the added value dimension (evaluation). The ini-
tialisation layer may also be enhanced by a contrast space for user-related separation of
a model and a relevance space that is dependent on the user [Fra80]. The contrast and
relevance spaces as a form of mind-setting also define what is not of interest.

The enabling intrinsic setup layer defines the opportunity space and the infrastruc-
ture for the model. The results will be on the one hand a deep model and from the other
hand a modelling framework or modelling mould that guides and govern next activi-
ties. In future, the developer will define the context and the most of the background (the
grounding (paradigms, postulates, restrictions, theories, culture, foundations) and the ba-
sis (assumptions, concept world, practices, language as carrier, thought community and
thought style, methodology, pattern, routines, common sense)) of the model. The context,
extrinsic, and strategic dimension answers question like ’at or towards which’, ’where
about’, ’to what place or situation’, and ’when’. Additionally, developers decide which
methodology and environment seem to be the most effective and purposeful. The de-
velopment and deployment dimension (’how’, ’whence’, ’what in’, ’what out’, ’where’)
defines the modelling methodology, i.e. the modelling mould.

Deep model elements will be separated from elements of the normal model at the ex-
trinsic source reflection layer. According to the model function, the normal model repre-
sents extrinsic elements of potential origins based on their content and thus answers ques-
tions such as ’what’, ’with which’, and ’by means of which’. It reflects the extrinsic the-
ory essentials that are necessarily to be represented, e.g. conceptions or pre-conceptions
from the theory that is underpinning the application. The normal model can be built from
scratch (’greenfield’ modelling). It is usually based on experience gained. The latter case
thus starts with a generic or reference model that might incorporate parameters. The
extrinsic source reflection layer can be understood as a tactical layer.
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Generic or general normal models are adjusted to those that a best fitted to those
origins that are considered for the application in the operational customisation layer.
This layer is sometimes holistically handled with extrinsic reflection. Inverse modelling
uses this layer for adaptation of the model to the observational data (e.g. data adaption
in astrophysics or parameter instantiation in most data mining processes). In some cases,
this layer seems to be trivial. It is not trivial in the general case however. It instantiates
parameters, adapts the normal model to those origins (or data sources) that are really
under consideration, prepares the model for the special use and to the special - most
appropriate - solution, and integrates the deep model with the normal model. The normal
model is typically pruned in order to become simpler based on Solomonoff and Occam
principled deviation and error-prone. The (normal) model could be enhanced by concepts
and thus become a conceptual model.

The final result of the modelling process is a model suite that is adequate for origins,
properly justified, and sufficient at the delivery and product layer. We cannot expect that
one single model is the best instrument for all members of the community of practice.
A sophisticated model that integrates deep and specific normal models is delivered to
some members. An informative model that is derived from this model can be better for
other CoP members. Models delivered in the finalisation stage are often enhanced by
additional annotations, e.g. relating the model to the demands for members of the CoP
by answering the ’with’, ’by which’, ’by whom’, ’to whom’, ’whichever’, ’what in’, and
’what out’ questions. At the delivery and product layer we, thus, generate a number of
associated models.

Models delivered in this approach become more reliable and - in the general sense -
dependable on the explication of the deep model and of the initialisation. Dependability
can now be considered according to dependability that is already given by deep models
from one side and by generic and reference models from the other side. For both kinds of
models we use stereotypes and pattern similar to the usage of class and setup libraries in
LaTeX and the special document templates that provide a specific parameterised struc-
ture for content development for LaTeX content input (e.g. .tex and .bib files). Skipping
the operational layer can be an option if a single model is delivered as a program col-
lection. The typical case, however, is adaptation, fitting, pruning, specialisation, opera-
tionalisation, and exemplification at the operational layer.

Transformation is based on standardised combinable components (not only basic
elements) as pattern and templates. Generic and deep models are going to be developed
on the basis of standardized stereotypes and pattern. The specialisation and combination
of models is supported by a model algebra that generalises the ER algebra [MNS+13].
Each specialisation can be enhanced by directives similar to pragmas in C++.

4.2. A Path towards Modelling-as-Programming

Computer Science and Engineering has resulted in many tools for support of program-
ming. However, we observe that most of these tools have been oriented on bottom-up
representation of program language elements and constructors for programs. Some of
the tools provide some kind of abstraction. Very few tools also allow introduction of
components and support modularity with refinement. Many tools are based on their own
language variant and own interpretation, e.g. [Kru04]. Tools should however be based on
standard components that can be refined for specific purposes. This path of componenti-
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sation is essentially implemented with programming languages of the second, third, and
fourth generation - at least for bottom-up elements and block concepts. Many tools tend
to be unnecessarily complete in order to provide the full flexibility. All tools consider
syntax on its own, define semantics of elements and construction on top of syntax, and
do not consider personalised pragmatics. Natural languages have however collocations
for words, holistic syntactical-semantical constructions, and their special interpretation
in dependence on the context and the community of practice.

We are going to partially represent generic normal models in three frameworks:

• ADOxx [KMM16] is a configurable meta-modelling development and configura-
tion platform that supports specification in a larger variety of graphical modelling
languages. It follows the MOF (meta-object-facility) approach by OMG [PM07]
based on a separation of abstraction layers of specification languages: M1 as the
layer of model creation and description; M2 as the layer model language specifi-
cation (considered as meta-model); M3 as the layer of frames for language spec-
ification (considered as meta-meta-model). The compiler approach can be inte-
grated into ADOxx.

• Ptolemy II [Pto18] focuses on actor-oriented modelling of complex systems. The
application of Ptolemy II in our approach must, however, consider a number of
specific problems and must develop solutions to them. Ptolemy is oriented on
bottom-up level of components. Abstraction in specifications is still an issue.
There is a high freedom for specification and thus the approach struggles still
with standardisation. Generic normal model can be used for standardisation. In-
trinsic strategic and tactic parts of models are not yet considered. The model suite
concept fits well into Ptolemy II.

• KIELER [Kie18] provides an eclipse-based framework for diagrammatic model
specification. It aims at improving comprehensibility of diagrams, in decreasing
development and maintenance time, and in providing facilities for analysis of dy-
namic behaviour of diagrammatically represented processes. Semantics is based
on sequentially constructive sequence charts. Normal models can be represented
as long as they are given in diagrammatic form and as long as their semantics if
based on sequence charts.

Model-based development and architecture as well as conceptual-model programming
have also been bound to imperfect tools. Moreover, they fail since the deep model is
not taken into consideration. They meet thus all the classical impedance mismatches. A
proper transformation can only be developed if either the source and target share their
deep models or the deep models are transformed as well. Above all, programs are de-
veloped by people who have their culture, esp. programming culture and who are biased
and framed by their way of programming and working.

This approach is based on a number of new assumptions: models consist of spe-
cialised and refined components that are combined via construction expressions; model
components can be stereotyped and refined based on a specialisation approach; interde-
pendence of refinement can be handled by attribute grammar constructions; construction
expressions can also be stereotyped; stereotypes form the strategic layer of description;
stereotypes can be specialised to pattern at the tactical layer and to templates at the op-
erational layer; stereotypes, pattern and templates form semiotic units with their own
specific syntax and with their fully integrated semantics.
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Each sub-discipline in Computer Science has developed its specific style of mod-
elling. This style is based on specific languages which have their specific grammar. Fol-
lowing the Eugenia [PKP14] framework, attribute grammars can be developed for these
languages. In this case compiler-compiler approaches become applicable [BL74].

The Kiel team has been participating in tool development for database design,
database engineering, and database performance management. Starting in the 1980s with
the RADD (Rapid Application and Database Design) workbench (e.g. [AAB+95]), we
systematically extended the domain of structure specification by database programming
(finally with the VisualSQL tool (e.g. [JT03])), by performance management and tuning
(e.g. [TT11]), by integration of workflow specification (e.g. [BR18]), by integrating web
information systems design (e.g. [ST04]), and by codesign (e.g. [Tha04]). These specifi-
cation methods have been extended to a methodological framework (e.g. [JMTV05]) that
finally reached maturity level 3 in SPICE in 2005 in one of our collaboration projects.
We have also developed the translation tools for transformation of (conceptual) models
to code.

4.3. A Proposal for the Realisation Approach

The implementation approach to MaP is inspired by four projects.
(a) Transformators and compilers for conceptual database models: The RADD tool-

box (Rapid Database Development) is based on the conceptual entity-relationship mod-
elling language. This graph-based language supports conceptual development, documen-
tation, reasoning, and requirements engineering for database analysis, design, and devel-
opment. The graph-oriented approach has been compiled on the basis of graph grammars
[AAB+95,Run94,Tha00] combined with attribute grammar approaches. The conceptual
schema formulated in this language or enhancements of this language can be used for
derivation and compilation of realisation schemata, especially for object-relational and
XML platforms. It is enhanced by view suites, visual query systems (VisualSQL), and by
performance optimisers. Currently, the development is transferred to ADOxx [KMM16]
from OMIlab. The compilation approach is presented in [KMM16].

(b) DEPOT-MS (DrEsdner PrOgrammTransformation) [BL74]: DEPOT system
is a compiler-compiler for domain-specific languages (DSL) (historically: little lan-
guages, application-domain languages (Fachsprache)) that has been used to compile spe-
cific language programs to programs in the mediator language (first BESM6/ALGOL,
later PASCAL, finally PL/1 [GHL+85]) which can then be translated to executable
code. The approach integrates the multi-language approach [Ers81], attribute grammars
[GRW77,RF87], and theory of grammars [Hut86,Tha75]. The system is similar to the
MetaCASE toolbox [Dah97] or development environments, e.g. Ptolemy II.

(c) LaTeX and TeX [Knu86,Lam94]: The TeX and LaTeX approach is based on a
strict onion or layered approach with (1) an internal layer for formatting and general ini-
tialisation (e.g. .fmt, .tfm, .fd, .def, .ltx, .dat, .afm, .cfg. .clo files), (2) a structure-style-
language layer (e.g. .cls, .sty, .ldf, .bst files) that includes many additional library pack-
ages, (3) the input document suite (mainly .tex, .bib, .ist files), (4) the internal supporting
and generated layer (e.g. .aux, .log, .lof, .bbl, .ind, .toc, .lof, .log files) that also support
related applications, (5) a generic intermediate output layer (especially .dvi files), and (6)
a delivery layer (e.g. .pdf, .ps, .html, specific printer files) for multiple output variants.

(d) Libraries of reference models (e.g. [BKV17,FL07,KMM16]): Libraries and tool-
boxes of solutions and programs are widely used in science and engineering. Specific
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reference models are universal models [MJ04, Sil01] as well as generic models [Tro16].
Universal and enhanced models may be algebraically combined [MNS+13] and refined
[dRE98] based on a model calculus. Models may also be enhanced by metadata descrip-
tions and by informative models [DT12,Kra18]. Models and model suites may be evalu-
ated based on their potential and capacity [BT15].

The integration of these four technologies is very ambitious. Generation of programs
from models extends the models@runtime initiative [BFCA14] by direct compilation of
programs from given models instead of enhancing runtime environments by models and
abstractions. The proposed layering might however provide a solution for this integration
and the necessary harmonisation. The variety of application-domain languages is as large
(an estimation stated about 2.500 such languages in 1985) as the one of DSL [Fra11] or
multi-level languages. Our layered architecture for models is going to be combined with
the abstraction/refinement approach [Bör07,dRE98]. The layered architecture became a
common culture in Computer Science. Modern systems have been built on thus kind of
layering for system development (e.g. by layering into application case - infrastructure -
design - specialisation & tuning - delivering), for problem solving frameworks (e.g. by
task ordering ((1) problem case, (2) setting, (3) incubation, (4) enlightening, (5) finalis-
ing), for data analysis (e.g. by workflow pattern ((1) define & identify, (2) select solution
class, (3) select solution pattern, (4) derive parameter values, (4) fit & prune, (5) final-
ize), and for engineering (based on general approaches ((1) know it, (2) understand it,
(3) construct it, (4) configure it, (5) use it)).

The first three inspiring projects are based on compiler technology, attribute
and graph grammars, pattern and stereotype architectures [ANT14], and principles
of programming languages (starting with early thoughts [Lan73] to more advanced
ones [GGZ04,SGM02,Wir96]). We oriented model transformation on macro-level,
component-oriented, and refinable translation [FG11] instead of meso- or micro-level
transformations used for most syntax-oriented translators. Models typically consist of
associated and bundled components that have their inner specialisation.

The translater is also used for generation of warnings and error messages for system-
atic improvement of models. Since we start with development of generic normal models
and deep models, we concentrate on quality assessment and improvement for normal
models. Normal models should be as adequate and dependable for the given application.
Later on, quality establishment is extended to the strategic and tactical layers.

5. Conclusion

MaP aims at true fifth generation programming as a new programming paradigm where
models are essentially programs of next generation and models are translated to code in
various third or fourth generation languages. Users program by model development and
rely on the compilation of these models into the most appropriate environment.

5.1. The Intended Outcome of Our Approach

The main outcome of MaP is a proposal for true fifth generation programming as pro-
gramming by models. The capacity and the potential of MaP are evaluated. The strengths,
weaknesses, opportunities, and the threats are demonstrated in the four application areas
in such a way that they can be used for an extrapolation to other application areas.
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An essential outcome of MaP is the layered architecture and a realisation of mod-
elling as programming. Model suite are used as a foundation for literate programming.
Quality and literate models are understandable, transferable, distributable, and com-
monly usable. MaP users may design their own modelling styles, templates, stereotypes,
and configuration. They also may concentrate on development of normal models while
inheriting the initialisation and configuration, the deep models, the methodology, and the
techniques for model realisation and model representation.

The MaP approach supports programming by everybody at any time. Models be-
come the main means for collaboration among partners. Models may evolve and there-
fore evolution and modernisation are less painful tasks. For non-specialists in program-
ming, models are typically of higher quality than the programs. There-fore, the gener-
ated programs are of higher quality. Models can also be used for communication and
exchange of experience. Modelling as programming thus support sustainability of devel-
oped solutions. The model is then the code. The compiler assures that program execution
corresponds to the conceptual specification thus making the model directly executable.
At the same time, model suites treat the model in an explicit, complete and holistic way
without any intrinsic and hidden details. Elements of a model suite are conceptualisa-
tions of the thoughts and understanding of developers. They are precisely defined and
commonly agreed with the concepts in the application space. I will thus attain a good
level of parsimony for model and therefore program developers. Furthermore, applica-
tion evolution is going to occur at the level of the model suite. Modernisation, migration,
and evolution occurs at the level of the model suite and does not require consideration of
lower level details.

MaP supports model-based reasoning as a natural kind of reasoning. Solutions can
be developed in a large variety of reasoning styles including hypothetical, abductive,
inductive, deductive, and other advanced reasoning methods. Models can be refined. MaP
thus also supports inverse modelling.

5.2. Are You Still Programming or Are You Already Modelling as Programming?

Programming has become a central technique in science and engineering. Software sys-
tems are often developed by non-specialists in programming without a detailed knowl-
edge and skills, without an insight into the culture of computer science, and without plans
for systematic development. These systems and programs often have a poor structure
and architecture, little documentation, and lost their insight and knowledge of specific
solutions.

Programs of the future must be understandable by all parties involved, must be ac-
curate and precise enough for the task they support, and must support reasoning and con-
trolled realisation and evolution at all levels of abstraction. Programming languages are
currently languages of third or fourth generation. Those generations have so far provided
hardware independence, linker independence, operating system independence, and exe-
cution code independence. Programs are nowadays compiled or at least interpreted and
do not require system knowledge by the ordinary programmer.

In the past, the fifth generation computing project sought to develop systems and
programs that are closer to people in their communication and knowledge processing ca-
pabilities. It should have been a shift to a new paradigm of human-oriented computing in
the sense of T. Kuhn [Kuh70]. This world-wide project failed despite its great technolog-
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ical and social changes because it was too early, it was highly dependent on AI technol-
ogy, it did not achieve an integration of AI and human-computer interface techniques, it
was oriented on one programming paradigm and on mathematical logics, it routed gran-
ularity to basic program blocks, and it was oriented on one final solution instead of co-
herent reasoning of coherent variants of final solutions depending on the focus and scope
of a user.

5.3. Envisioned Deliverables of MaP

This paper develops the general approach to true fifth generation programming. The
realisability of the approach has already been demonstrated for database development
[KT16]. Database specification follows the global-as-design approach. BPMN specifi-
cation follows the local-as-design approach. This approach requires view schema spec-
ification for data support of the workflow diagrams. The co-design approach [Tha04] is
the basis for integration of workflow specification to database specification.

The general proof of concept is however a task of the future. Our programme can be
based on development of the following deliverables:

Model suite description language: The model language consists of an associated
bundle of languages for model elements that users may modify depending on their needs
or simply reuse them as already established sub-cultures. These elements are different
from ordinary programs because they are essentially declarative rather than imperative.
Similar to UML stereotypes, MaP model class and model style languages are ready for
application, can be extended, combined, and adapted. Users don’t have to work on the
details of the models as programs. The system takes over the integration and composition
work as it deduces the consequences of the model. It also provides a new discipline of
modelling according to which principles of a particular modelling language design can be
stated precisely. The underlying intelligence does not remain the secret of the modellers.
It is spelled out in the style language and based on the model class language. Thus,
coherence and consistency can readily be obtained where they are desirable. New model
elements can readily be extended to new elements that are compatible with the existing
ones. The model suite description language is developed as a collection of grammars,
grammar-aware theories and software, and techniques for implementation.

Technologies, techniques, methodologies, and modelling moulds: The development
of models in a model suite is based on a model library with models that can be used as an
inherited or initial model for systematic composition of the model suite. The approach
to model construction is canonised on the basis of methodologies and modelling moulds
which systematically combine known and novel techniques and technologies for model
development. Modelling moulds enable the modeller to reuse systematics and theories
that have been successfully deployed in the past. They enable us to start with application
space models, with deep models, with generic models, and with reference models without
explicit reinvestigation of these models. The explicit agreement on a given mould eases,
enables, and supports an economic development process.

Environment for an extension towards modelware as next generation literate mod-
elling: Our approach aims at development of a general infrastructure for treatment of
models as programs. This infrastructure includes also standardised solutions that can be
reused in other applications. These solutions are based on application space models and
deep models that are typically less volatile than normal models. Therefore, the library
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allows quick and well-based modelling by non-specialists which may concentrate on de-
velopment of normal models instead of developing the entire holistic model. They may
accept the library models as a basis and then use generic and reference models as a start-
ing point for normal model development. The model suite is also transformed to pro-
grams in programming languages of third or fourth generations. This approach disentan-
gles modellers from programming and allows them to concentrate on the model devel-
opment. The model is then the product. The transformed program is of a higher quality
and more liable.

Compiler-compiler approach to model realisation for models as programs: The
modelling infra-structure is an essential element for realisation of model suites and for
treatment of models as programs of next generation programming. The metamodel repre-
sented in Fig. 1 is a model of a model. Its components and its associations are expressed
as attribute grammar rules. The compiler-compiler approach is enhanced by the layered
handling of models according to Fig. 2. All components of a model in the model suite
are explicit and become thus transformable to representation models and to programs of
third or fourth generation of programming. This generation is the basis for language and
platform independence of the models themselves. Modellers thus become programmers
of next generation programming languages. The quality of the generated programs is
therefore higher than a non-specialised programmer could achieve. Compilation allows
the integration of standards. Model suite libraries become then the kernel for modelware.
Models become directly executable.

Tested, verified, and validated approaches for MaP: The MaP approach is gradually
developed in four application areas for which I and my collaboration partners have suf-
ficient experience. It will be assessed, evaluated, analysed, questioned, scrutinised and
generalised in such a way that I will open the path to an extension of the approach to
other application space, to other CoP with different interest and intentions, to other prob-
lem spaces, and to other concept space. This extension will be developed in our scientific
network.

References

References

[Ais88] H. Aiso. The fifth generation computer systems project. Future Generation Comp. Syst., 4(3), pp.
159-175, 1988.
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[KD17] H. K önig and Z. Diskin. Consistency checking of interrelated models: long version. Fachhochschule
für die Wirtschaft Hannover, 2017.
[Kie18] Website Kieler. Kiel Integrated Environment for Layout Eclipse Rich Client.
https://www.rtsys.informatik.uni-kiel.de/en/research/kieler, 2018. Accessed July 29, 2018.
[KMM16] D. Karagiannis, H. C. Mayr, and J. Mylopoulos, editors. Domain-Specific Conceptual Modeling,
Concepts, Methods and Tools. Springer, 2016.
[Knu84] D. E. Knuth. Literate programming. Comput. J., 27(2) pp. 97-111, 1984.
[Knu86] D.E. Knuth. The METAFONTbook. Addison-Wesley, 1986.
[Kra18] F.F. Kramer. Ein allgemeiner Ansatz zur Metadaten-Verwaltung. PhD thesis, Christian-Albrechts Uni-
versity of Kiel, Technical Faculty, Kiel, 2018.
[KRT+16] S. Karg, A. Raschke, M. Tichy, and G. Liebel. Model-driven software engineering in the open
project: project experiences and lessons learned.Proc. Model Driven Engineering Languages and Systems
2016, pp.238-248. ACM, 2016.
[Kru04] P. Kruchten. The Rational Unified Process - An Introduction, 3rd Edition. Addison Wesley object
technology series. Addison-Wesley, 2004.
[KT08] S. Kelly and J. - P. Tolvanen. Domain-Specific Modeling - Enabling Full Code Generation. Wiley,
2008.
[KT16] F. Kramer and B. Thalheim. Holistic conceptual and logical database structure modelling with ADOxx.
Domain-Specific Conceptual Modeling, Concepts, Methods and Tools, pp.269-290, Springer, 2016.
[KT18] Y. Kropp and B. Thalheim.Viewpoint-oriented data management in collaborating research projects.
Models: Concepts, Theory, Logic, Reasoning, and Semantics, Tributes, pp.146-174. College Publications,
2018.
[Kuh70] T. Kuhn. The Structure of Scientific Revolutions. University of Chicago Press, Chicago, Illinois, 2nd,
enlarged, with postscript edition, 1970.
[KWB06] A. Kleppe, J. Warmer, and W. Bast. MDA Explained: The Model Driven Architecture - Practice and
Promise. Addison Wesley, 2006.
[Lam94] L. Lamport. LaTeX: A document preparation system. Addison-Wesley, 1994.
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Abstract. There is no common agreement which artifact should (not)
be considered to be a conceptual model although the term ‘conceptual
model’ is used for more than for five decades in computer science and
for more than one century in science and engineering. A team from all
faculties at our university has been able to develop a notion of model
that covers all model notions known in the disciplines of this team. We
now introduce three notions of conceptual model in this paper: light,
slim, and concise versions of the notion of conceptual model.
The paper answers the following questions: Are all models also concep-
tual models? What is a conceptual model? Is there a formal notion of
a conceptual model? What is not yet a conceptual model? What will
never be a conceptual model? What is a concept? Which philosophical
and scientific foundations we should consider while modelling? Is the ex-
istence of an ontology a necessary prerequisite for the being as conceptual
model?

Keywords: conceptual model · concept · model theory.

1 The Model

Humans have learned to use instruments for handling their issues, tasks, and
problems in daily life. Sciences and engineering also widely use instruments. Hu-
man evolution, sciences, and engineering have been enabled by wide instrument
utilisation. The language is one of these instruments – often seen as one of the
main. Models are another main instrument in modern computer science and
computer engineering (CS&CE). They are often material artifacts. They might,
however, also be immaterial or virtual.

It is surprising that models and modelling (and its variants such as conceptual
models) have not yet properly founded. This paper contributes to close this
lacuna.

1.1 Models are Main Artifacts and Universal Instruments

Models have become one of the main artifacts in CS&CE. This wide usage has not
led to a common agreement about the notion of a model. The same observation
can be made for other scientific disciplines, for engineering, and for daily life. In
our area models became as artifacts the main instrument for system and software
construction.
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Models might be combined with other artifacts1. Concept and conception
development might be integrated into models. In this case, models might be
considered as conceptual models.

A Notion of Model

What is a model? According to [7, 27, 29] we define the model notion as follows:

“A model is a well-formed, adequate, and dependable instrument that rep-
resents origins and that functions in utilisation scenarios.

Its criteria of well-formedness, adequacy, and dependability must be com-
monly accepted by its community of practice (CoP) within some context and
correspond to the functions that a model fulfills in utilisation scenarios.”

Well-formedness is often considered as a specific modelling language require-
ment. The criteria for adequacy are analogy (as a generalisation of the mapping
property that forms a tight kind of analogy), being focused (as a generalisation
of truncation or abstraction), and satisfying the purpose (as a generalisation of
classical pragmatics properties). The generalisation of [10, 15, 17, 24] is necessary
for consideration of model-being.

The model has another constituents that are often taken for granted. The
model is based on a background, represents origins, is accepted by a commu-
nity of practice, and follows the accepted context. The model thus becomes
dependable, i.e. it is justified or viable and has a sufficient quality. Justification
includes empirical corroboration, rational coherence, falsifiability (in our area
often treated as validation or verification), and relative stability. In our area
the quality characteristics can be based on software quality characteristics and
procedures for evaluating these characteristics.

Scenarios determine functions of models as instruments. A model is utilised.
This utilisation is bound to scenarios in which a model functions. Typical sce-
narios are system construction (with description, prescription, and coding sub-
scenarios), communication, negotiation, conceptualisation, documentation, and
learning. The model might have several functions in complex scenarios. For in-
stance, a model functions as a blueprint for realisation in a prescription scenario.
Other Other typical functioning are the usage as an informative means, as a com-
panion, as a guide for development. The quality of a model must be sufficient
for this usage. Therefore, models used for description and models used for pre-
scription might be different.

The main qualification of models is the potential utilisation as an instrument.
This utilisation is based on methods which are developed in the discipline.
1 Due to the utilisation of artifacts as instrument we will concentrate on the instrument
being of artifacts. This approach allows us to additionally consider virtual ‘artifacts’
such as mental models. An artifact is “something created by humans, usually for
practical purpose. It is a product of artificial character due to extraneous (as human)
agency”. [3]. Furthermore, models can be real artifacts as well as thoughts. An
additional difficulty is the negative usage of “artifact” in engineering as artificially
introduced change (e.g. in presentation, miss or imperfection).
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Models are used in Sciences, Engineering, and Daily Life

Models and model suites. There is no CS&CE subdiscipline that does not use
models. Since models are abstractions and more generally are focused they are
far better to use for investigation and system development. They are used in
problem solving, in social, in engineering, and in science scenarios in a wide
variety of forms. Often, models either consist of sub-models or form a model
suite what is a well associated ensemble of sub-models. The models in a model
suite [5] coexist, co-evolve, and support solutions of subtasks.

Models are one of the first instruments before languages. [9] Daily life utilisation
of models is often unconscious, subconscious or preconscious. One of the first
models that is learned by everybody is the ‘model of mother’. It is used before
we spell the word ‘mother’. It has is variety of interpretations depending on the
kind of behaviour of the mother. Models might be perception models that allow
to summarise observations.

Matrices and deep models. Models typically consist of a relative stable part
and of a part that is dependent on the actual circumstances. Typical modelling
languages in CS&CE are predefined, use a limited vocabulary, have a relatively
fixed – at least lexical – semantics, and allow to express certain aspects. They use
their own techniques in some stereotype way, i.e. their utilisation follows some
mould. Origins of models are often mental models such as perception or domain-
situation models. The model background forms the deep sub-model. The current
model is then the ‘rest’, i.e. a normal model. The utilisation and the mould form
the matrix of the model.

Memes as basic and deep models. Humans reason, memorise, and express their
thoughts based on memory chunks. Some of the chunks are relatively persis-
tent and become memes [2, 25] which are then units of cultural evolution and
selection. These memes are combined with some identification facilities. They
represent a number of properties. They may be combined with other memes.
They may be activated and deactivated. They can be grouped. They become
reasoning instruments. Memes are thus already models, in most cases primitive
or basic mental ones.

1.2 Why there is no Commonly Accepted Notion of a Conceptual
Model: 1001 Notions and 101 Scenarios

Why the large variety of notions of model? Already [28] discusses 60 different
notions of conceptual model. The variety of notions of model in CS&CE is far
larger. Each of these notions concentrates on some aspects and implicitly assumes
other properties. One reason for the disagreement on a common notion is the
concentration on one utilisation scenario.

The implicit and hidden usage of deep models and the corresponding matrices
of one – if not the main – cause for the manifold of model notions in CS&CE.
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May we develop a common understanding of the notion of model? The two main
sources for the variety of notions allow a systematic harmonisation of model
notions. The definition given above is a result of a discussion on models in
agriculture, archeology, arts, biology, chemistry, computer science, economics,
electrotechnics, environmental sciences, farming, geosciences, historical sciences,
languages, mathematics, medicine, ocean sciences, pedagogical science, philos-
ophy, physics, political sciences, sociology, and sports at Kiel university that
continues now for almost 10 years. The discussion is summarised in the com-
pendium [30]. We got a shared understanding of the notion of model, of model
activities and of modelling. So, we can envision that a common understanding
and a coherent collection of notions of model can be developed. The collection
supports a coherent notion that allows to concentrate on the specific utilisation
scenario and the specific functions that a model has to fulfill.

1.3 The Storyline of the Paper and Our Agenda

Tasks and foundations of a theory of conceptual models. This paper bases the no-
tion of conceptual models on four observations: (I) Conceptual models integrate
concept(ion)s from a conceptualisation into a models. A notion of conceptual
model might be a slim, light, or concise one depending on the level of detail we
need in model utilisation. (II) A conceptualisation is based on a collection of
concepts. (III) Origins of conceptual models are perception models and domain-
situation models. (IV) These origins are formed by our understanding of the
world, i.e. our observations and our compilations of these observations. We shall
answer questions 2, 3, 6-8 from the abstract in the sections and use these answers
for answering questions 1, 4, and 5 at the end.

We start with the last observation that leads us back to Ancient Greece.
Next we develop an enhanced theory of concepts for an understanding of a
conceptualisation. We may now define what are the components of perception
and domain-situation models. Finally we arrive with three notions of conceptual
model. We thus head forward to a science and culture of modelling in Figure 1.

Towards a science and culture of models, modelling activities, and modelling.
Modelling is currently a creative art, i.e. a skill acquired by experience and ob-
servation, and may potentially be enhanced by study. The art extends daily
life intelligence that is a part which lays the foundations for modelling, condi-
tions, and socialises. The first level of modelling is based on daily life intelligence
between humans or of humans with their environment. Humans become intro-
duced to the deep model and especially the background – in most cases at some
preconscious level.

Model science is based on a system of knowledge that is concerned with
modelling art and that entails unbiased observations and systematic experimen-
tation. The foundation we envision orients on fundamental laws. We understand,
establish, deliberately apply the knowledge, and formalise it. Modelling culture
is shared in a community of practice, is based on well-developed principles and
methods as well as on established guidelines and practices. Wisdom requires the
sapience of schools and matured modelling.
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Fig. 1. The five levels of modelling as art, science, and culture

2 Model Theory and its Philosophical Foundations

The earliest source of systematic model consideration we know is Heraclitus
[14] with his concept of λóγoς (logos). Explicit model development and model
deployment is almost as old as the mankind, however. For instance, Ancient
Egyptians already made sophisticated use of models [6]. So, essentially, it is
an old subdiscipline of most natural sciences and engineering with a history of
more than 5000 years [18]. The notion of model has not explicitly used at that
historic time. It was, however, the basis of understanding, manipulation, and
engineering.

2.1 Plato’s three Analogies

Plato’s Republica (for a survey on Politeia see [1] or Y. Lafrance) uses in the sixth
book three analogies which can essentially be understood as the underpinning
of the concept of model. We follow here the Lattmann’s [13] investigation that
led to a deep revision of the interpretation by Aristoteles.

The three analogies provide a general understanding of the model-being, of
models, and of modelling. We may only observe phenomena of reality, form then
trusts in beliefs and observations, next develop conjectures, might next judge
and hypothise, and finally provide explanations.

The analogy of the sun distinguishes the ‘good’ visible world and the intelligible
world. The sun stands for the visible things (i.e. ‘empirical’, ‘physical’, and ‘ma-
terial’ world) and gives the light. The opposite worlds is the world of reasoning,
of beliefs, conjectures, ideas, and explanations.

The analogy of the divided line distinguishes the visible world and the reasoning
about this world as the thinkable (called intelligible world). The visible world can
be separated into the physical things themselves (beliefs (pistis) about physical
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things) and the reflections and observations about them (called shadows) (eikasia
as the illusion of human experience). The intelligible world consists of (mathe-
matical) reasoning and thought (dianoia) and of deep understanding (moesis).

Plato represented these four dimensions by a line (reflections(AB) - physi-
cal things (BC) - thoughts(CD) - understanding(DE)). We shall see in the sequel
that a four plane representation allows deeper understanding.
The analogy of the cave explains why humans can only interpret the world
based on their observations, i.e. shadows that we can see. The reality cannot be
observed.

2.2 Revisiting the Analogies for Understanding the Model World

The four segment presentation in Plato’s analogies can be transferred to a four
plane meta-model with

observable
physical
things,
proxies

shadows,
reflections,
phenomena

model beliefs,
intuitions,

probable predictions,
perception
models

(pistis)

model conjecture
and exploration,
exploring existing,
domain-situation

model

(eikasia)

formation,
ideas, amalgams,
concept(ion)s,

concept granules,
signs of things,

conceptual
models

(dianoia)

theoretical
models

(episteme)

Visible world Mental world Intelligible world

quantitative qualitative-� -�

Observation
kingdom

Opinion
kingdom (doxa)

Thought
kingdom (noesis)

Fig. 2. The model world with the separation of concern into visible, mental, and intel-
ligible worlds

– a separation into a quantitative area and a qualitative area for meaning
and opinion (doxa) and a qualitative area for thoughts (noesis) from one
dimension and

– a separation into a perception and pre-image area and an area for concep-
tualisation from the other dimension.

The intelligible world thus consists of a mental world and the real intelligible
world. This observation allows us to reconsider the model-being in the approach
depicted in Figure 2.
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The visible model world mainly reflects the observations and their perception
as phenomena. So, we can consider models of the visible world as models of the
first generation.

The mental model world consist already of compilations to perception models
that reflect someone’s understanding or domain-situation models that represent
a commonly accepted understanding of a state of affairs within some application
domain.

The intelligible model world includes conceptualisations and theory develop-
ment.

3 Concepts and Conceptualisations

The separation of model worlds in Figure 2 provides a means to distinguish
clearly between models and conceptual models. With this distinction we may
now neglect the hypothesis [20] that any model is a conceptual model. We thus
solved the demarkation problem for distinction of models into perception, domain-
situation, conceptual, and theoretical models.

3.1 Conceptualisation

Conceptualisation is a reflection and understanding of the world on the basis of
concepts from some commonly accepted concept spaces. Similar to ontologies, a
conceptualisation is never unique. There is no conceptualisation such that every
other one can be transformed from it. Conceptualisation means to find adequate
concepts and conceptions for representation of a visible and mental world. It aims
at the development of knowledge about these worlds. It is based on derivation of
abstract concepts and experience, of (scientific) understanding and perception
that can be applied in similar worlds, of (pragmatical) experience for modelling,
and of reference models for model-driven development (MDD) approaches.

Weakening the Rigidity of Classical Concept Theory

The word ‘conceptual’ is linked to concepts and conceptions. Conceptual means
that a thing, e.g., artifact is characterised by concepts or their conceptions. The
word ‘conceptional’ associates a thing as being or of the nature of a notion
or concept. Therefore, we distinguish the ‘conceptual model’ from ‘conceptional
modelling’. Classical concept theory and concept systems in mathematical logics
are based on a Galois relationship between extensions and intentions of concepts,
i.e. a concept is defined as a pair of an intention and of an extension where
the intention is fully characterised by the extension and the extension is fully
described by the intention. Each definition of a concept is a logical equation
consisting of a definiendum and a definiens. We will use here an extension of
the classical theory of concepts (e.g. [19]) by R. Kauppi’s theory of concept
properties [11, 26]).
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Brentano, Bolzano and Twardowski (e.g. [4, 16]) distinguish three kinds of men-
tal phenomena and inner consciousness: ideas, judgements, and volitions. Con-
cepts and conceptions might be based on prototypes that allow to partially
characterise the current understanding of the intention but do not provide a
complete characterisation. Mental phenomena, beliefs, intuitions have their pro-
totype view and a representation through best (counter-)examples that a person
has been observing. Moreover, they can be represented by an exemplary view
that characterises exemplars through similarity relation with measures, weights,
and stimuli for their acceptance.

Conceptions are systems or networks of explanation. R.T. White [32] has already
observed that concepts are not the same as conceptions. Concepts can be used
in the meaning of classification and as an abstraction of a set of knowledge a
person associates with the concept’s name. Conceptions are however systems or
networks of explanation. Conceptions are thus far more complex and difficult to
define than the either meanings of the concept.

Conceptional modelling is modelling with associations to concepts. A concep-
tual model incorporates concepts into the model. Conceptual structures include
conceptions (concepts, theoretical statements (axioms, laws, theorems, defini-
tions), models, theories, and tools). Concepts are linked together in a complex
multi-dimensional network (is-a-kind-of, is-a-part-of, ...). The links are of vari-
able strength.

3.2 Concepts for Conceptualisation

An advanced concept notion must allow to define a concept in a variety of ways.
Some definitions might be preferred over others. They can be application and
time dependent, might have different level of rigidity, have their validity area,
and can only be used with a number of restrictions. We combine R. Kauppi’s
theory of concept features with the concept treatment by G.L. Murphy [19].

The definition frame for concepts [23]: Concepts are given by tree-structured
structural expression of the following form

ConceptTree( StructuralTreeExpression (Feature, Modality(Sufficiency, Necessity),
Fuzziness, Importance, Rigidity, GraduationWithinExpression, Category))) .

Features are elements of a concept with some modality, some Fuzziness, im-
portance, rigidity, some graduation and some category. A feature is either a basic
feature or is a concept.

Concepts are typically hierarchically ordered and can thus be layered. We
assume that this ordering is strictly hierarchical and that the concept space can
be depicted by a set of concept trees.

A concept might be given by several definitions. A concept is also dependent on
the community that prefers this concept. Consider, for instance, the mathemat-
ical concept of a set by an enumeration of its elements, by inductive definition
of its elements, by an algorithm for the construction of the set, or by explicit de-
scription of the properties of the set. Which of the definitions is more appropriate
depends on the application domain.
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Interleaved meta-hypergraphs form hyper-networks of concepts: Our definition
frame has the advantage that concepts which share features can be decomposed
into the shared feature collection and the rest. Therefore, we may base our
concept collection on a number of basic concepts.

The network of concepts is a meta-hypergraph [21]

MG = (MGV ,MGMV ,MGE , FMG, ΣMG) (1)

with a set of meta-hypergraph vertices MGV , a set of meta-hypergraph meta-
vertices MGMV which are subsets of meta-hypergraph vertices, a set of meta-
hypergraph edges MGE connecting vertices. A vertex and an edge is described
by a set of features FMG. The semantic restrictions are given by ΣMG . An
example of a meta-hypergraph is displayed in Figure 32.

Fig. 3. A meta-hypergraph with vertices v1, ...v5, meta-vertices mv1,mv2,mv3, and
edges e1, ..., e7 without explicit features.

Conceptions can now be defined as a layered ensemble of meta-hypergraphs. We
start with a primary network at layer 0 and associate next layer networks by
embedding mappings to a hyper-simplex from networks at lower layer. A simple
example is displayed in Figure 4.

3.3 Concept Granules as Basic Constructs of Conceptualisations

Concept granules are collections of concepts and/or conceptions given as meta-
hypergraphs and ensembles with specified typicality of features (typical, moder-
ately typical, atypical, borderline), with specified relevance of concept features,
and with assigned importance of concept features.

Conceptualisation enhancements of a given model consist of
(1) a context given for various aspects in dependence on the matrix,
(2) a concept granule with several interrelated expressions as alternatives (com-
peting, ...), with abstracts, with extensions (motivation, explanation, ...), and
(3) witnesses as collections of illustrating best (counter-)examples (potentially
with several concept trees) mainly based on images/observations on origins.

2 We acknowledge the communication with J. E. Gapanyuk from Bauman Moscow
State Technical University (10.10.2018) who proposed this illustrations in Figures 3
and 4.
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Fig. 4. A meta-hypergraph ensemble associating a simple primary network simplex PS
and a first-order network simplex that associates via Φ1 the vertex v5 with a hyper-
simplex of vertices v4, v3.

4 Conceptual Models

Mental models and their elements may be associated to concepts. The elements
of a model are interpreted by concepts and conceptions. This interpretation
is based on a judgement by somebody that conceive model elements as con-
cept(ion)s within a certain scenario. If the scenario changes then the association
to concepts changes as well. [28] categorises more than 50 notions of conceptual
model depending on the function that a conceptual model has in a given sce-
nario. We use this categorisation and develop now three integrated notions of
conceptual model. Which one is used depends on the complexity of consideration.

4.1 Perception and Domain-Situation Models as Origins

Perception and domain-situation models [28] in Figure 2 are specific mental
models either of one member or of the community of practice within one ap-
plication area. It is not the real world or the reality what is represented in a
perception model. It is the common consensus, world view and perception what
is represented. Perception models are dependent on the observations, imagina-
tions, and comprehension a human has made. Domain-situation models describe
the understanding, observation, and perception of an application domain. The
description is commonly accepted within a community of practice.

4.2 The Notion of Conceptual Model

The large variety of notions of conceptual model is caused by the scope of mod-
elling, by the application case under consideration, by the main scenario in which
the model functions, by the variety of origins that are represented by the con-
ceptual model, by modelling languages, by the stand-alone orientation instead
of integration into a model suite, and by the focus on normal models without
mentioning the underpinning by a deep model. It is now our goal to consolidate
three versions in such a way that they form a view depending on the level of
detail and abstraction. The notions can be refined to an application domain,
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e.g. to database modelling: “A conceptual database model is a conceptual model
that represents the structure and the integrity constraints of a database within a
given database system environment.” [29]

The Slim, Light, and Concise Notion of Conceptual Model

Slim version: Conceptual Model ⊒ Model ⊎ Concept(ion)s [29]: A conceptual
model incorporates concepts into the model.

That means that models are enhanced by concepts from a number of con-
cept(ion) spaces.

Light version: Conceptual Model ⊒ Model
⊕

Concept(ion)s [28]: A conceptual
model is a concise and function-oriented model of a (or a number of) perception
and/or domain-situation model(s) that uses a concept(ion) space.

This notion generalises and enhances a notion that is used in simulation
research [22]: “A conceptual model is a concise and precise consolidation of all
goal-relevant structural and behavioural features of a system under investigation
presented in a predefined format.”

Concise version: Conceptual Model ⊒ (Model
⊕

Concept(ion)s) ◃▹ Enabler [8]:
A conceptual model is a model that is enhanced by concept(ion)s from a concept(ion)
space, is formulated in a language that allows well-structured formulations, is based
on mental/perception/situation models with their embedded concept(ion)s, and is
oriented on a matrix that is commonly accepted.

The conceptual model of an information system consists of a conceptual
schema and of a collection of conceptual views that are associated (in most
cases tightly by a mapping facility) to the conceptual schema [31]. Conceptual
modelling is either the activity of developing a conceptual model or the system-
atic and coherent collection of approaches to model, to utilise models, etc.

Literate programming [12] considers a central program together with it satel-
lite programs, esp. for interfacing and documenting. This paradigm has become
the basis for GitHub and model suites. Conceptual modelling is typically ex-
plicit modelling by a model suite. Association of conceptual and other models
models in a model suite might follow the layered approach to model coherence
maintenance and to co-evolution of models.

Descriptive and Prescriptive Conceptual Models.

A model functions in a number of scenarios. For instance, the conceptual model
is used in documentation, negotiation, learning, communication, explanation,
discovery, inspiration, modernisation, reflection, and experience propagation sce-
narios. We may categorise and enhance the notion of conceptual model depending
on given scenarios. The system construction scenario integrates description and
prescription scenarios beside specification and coding scenarios.
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One main scenario for conceptual database models is the description scenario.
A conceptual model as a descriptive conceptual model is a deliverable of an
understandable ((may be, ready to apply or to practise) and formalised (or well-
formed) [concept-based], unconditionally acceptable conceptualisation of percep-
tion and domain-situation models for interaction and discourses.

For database applications it is thus a model suite consisting of a conceptual
database model (or schema), of a collections of conceptual views for support
of business users, and of a collection of commonly accepted domain-situation
models with explicit associations to views (see [31]).

The second main scenario for conceptual database models is the prescription
scenario. A conceptual model as a prescriptive conceptual model is a coding
supporter as an analysed or synthesised, ready-to-apply blueprint because it
can be deployed, it is unconditionally accepted, and appraised in a deliberately
and precise practice as a tacit tool which provides notion explanations [from
descriptive conceptual models].

For database applications it is thus a model suite consisting of a conceptual
database model (or schema), of a collection of views for both support of business
users and system operating, and of realisation templates (see [31]).

4.3 Models, Languages, and Ontologies

The major goal of an ontology [16] is to determine what exists and what not.
It is independent of humans to conceive it and what kinds of existing things
there are. It is independent of perception models although it can be shared
among humans. Languages might be textual, visual or audio ones. The classical
modelling approach often assumes artificial or partially formal languages.

Languages as enablers for conceptual models: Most models are language based.
The language is an instrument similar to models. Moreover, the first models that
a human develops are preconscious or subconscious, e.g. the model of a ‘mother’.
Languages are however enablers since the words in languages can be used for
denoting concepts. Many conceptual languages integrate several languages, e.g.
ER modelling uses the vocabulary from a domain and a graphical language for
schema representation.

Conceptual models must not be based on an ontology: The notion of ontology is
overloaded similar to the notion of model. Ontologies are considered as shared
and commonly agreed vocabularies.

A controlled and thus matured ontology must combine a controlled vocabu-
lary, a thesaurus, a dictionary, and a glossary. There is not real need for associ-
ating such ontologies with models.

Languages are not necessary preconditions for conceptual models: Social models
are often used for teaching human behaviour. They are based on concepts which
might also be not explicit or integrated into the deep model. They are thus
conceptual models. We observe however that in most cases conceptual normal
models use some language.
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5 Conclusion

We developed an approach to conceptual modelling with an explicit integra-
tion of concepts into the model. This explicit integration is based on a theory of
concepts, conceptions, and conceptualisation. Concepts are developed for our un-
derstanding of the world we observe. Therefore, perception and domain-situation
models become the origins of our conceptual models.

There are models that are not conceptual models: Sciences and engineering use
models without explicit integration of concepts. It is often also difficult to use
concepts within the model. A model performs a function in a scenario. Explicit
conceptualisation would make the model more complex and thus less useful.

What is not yet a conceptual model: Middle-range theories are essentially me-
diator models. They are used for mediation between qualitative theories (e.g.
their conceptualisations) and quantitative observations. For instance, sciences
such as archeology make use of modern or medieval concepts without having yet
an appropriate concept for prehistoric time, e.g. the concept of settlement or a
village. Another typical model that might be enhanced by concepts is the graph
model for the Königsberg bridge problem that uses pathes within a graph for
solving this problem. The topographical model for the bridge problem uses the
concepts of islands and bridges and thus allows to explain the solution.

What will never be a conceptual model: Most life situations do not need conscious
models since we can live with what we have learned. Preconscious, unconscious,
and subconscious models guide life, emotions, and intuitions. Conscious models
require efforts and thus must have an explicit need. Concept(ion)s must not be
explicated since there might be no necessity in that.
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Abstract. Model-based programming can replace classical program-
ming based on compilation and systematic development of models as
well on explicit consideration of all model components without hiding in-
trinsic details and assumptions. A key element of model-based program-
ming is the proper definition and management of model suites, by which
multiple, interrelated models can be transformed from one another and
their consistency is ensured after modifications. A usage model is based
on the specification of user roles and types, together with an interac-
tion space described in a form of a storyboard, showing which activities
are supported, in which order, by which actors. A workflow model is
an extended, well-formed declaration of how specific processes should be
carried out. It can directly be translated to program code, using a proper
workflow or process engine. A novel way of programming is being opened
up by usage modeling, which is being investigated in this paper: given
a storyboard with supported usage scenarios, it is possible to derive a
workflow model from it. We present our two translation methods us-
ing a working example, identifying guidelines as requirements for model
refinement and normalization, rules for model translation, and propose
considerations towards improved methods and model specifications.

Keywords: Model-centered programming · Model to program · Model
suite · Model transformation · Storyboard · Process model.

1 Introduction

1.1 Programming by Modeling

Programming is nowadays a socio-technical practice in most disciplines of sci-
ence and engineering. Software systems are often developed by non-programmers
or non-computer scientists, without background knowledge and skills, or insight
into the culture of computer science, without plans for systematic development.
Maintenance, extension, porting, integration, evolution, migration, and mod-
ernisation become an obstacle and are already causing problems similar to the
software crisis 1.0, since such systems often have a poor structure, architecture,
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documentation, with a lost insight of specific solutions. Programs of the future
must be understandable by all involved parties and must support reasoning and
controlled realisation and evolution at all levels of abstraction.

Our envisioned true fifth generation programming [13] is a new programming
paradigm where models are essentially programs of next generation and models
are translated to code in various third or fourth generation languages. Program-
ming is done by model development, relying on the compilation of these models
into the most appropriate environment.

Application engineers and scientists are going to develop and use models in-
stead of old-style programming, supported by templates from their application
area. They can thus concentrate on how to find a correct solution to their prob-
lems, managing the complexity of software intensive systems. The process will be
supported by model-backed reasoning techniques, as developers will appreciate
and properly evaluate the model suite at the desired level of abstraction.

1.2 Usage Models and Workflow Models
In our study we are considering the case of web information system development.

A usage model of a web-is consists of specification of user roles and types,
their associated goals and tasks, and an interaction space. The latter can be
expressed as a graph, called a storyboard, describing what activities are supported
and in which possible order, by which actors [9]. Supported interaction playouts
can be formulated as scenarios (exact graph paths), story algebra expressions
(path scemata), or more generally, subgraphs of the storyboard, including actor-
specific views. The usage model is developed by a global-as-design approach.

A workflow model is an extended, well-formed declaration of how specific
processes should be carried out, in a notation that is readily understandable
by all stakeholders, including business analysts, technical developers and people
who manage and monitor those processes [7]. A de facto standard is BPMN [7],
but it is possible to use another workflow description language. The workflow
model can directly be translated to software process components, using a proper
workflow or process engine (e.g. [3]). This opens up a novel way of programming
by usage modeling, via intermediate translation to a workflow model.

1.3 Related Work
Our current contribution can be related – amongst others – to the following pre-
vious works. Notions of models are discussed in [12]. [11] introduces model suites
consisting of multiple, explicitly associated models, where the association uses
maintenance modes, similar to integrity support in databases [15]. Amongst oth-
ers, MetaCASE tools [1] were developed to support the definition of metamodel
packages and the creation and customization of CASE tools based on them. The
models as programs – true fifth generation programming agenda is proposed in
[13]. For data structuring, translation of entity-relationship models to relational
database schemata is well-known [4]. We are proposing a similar approach for the
dynamics of functionality, motivated by compilers [8]: phases of preprocessing,
parsing and syntax checking is followed by semantic analysis resulting an in-
termediate structure, and finally a possible optimization phase of the resulting,
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translated model. [10] discusses proceses-driven applications and model-driven
execution in terms of BPMN [7] diagrams. [2] elaborates a generative approach
to the functionality of interactive information systems. [14] introduces dynam-
ically combinable mini-stories to handle workflow cases with large flexibility.
Although these latter works consider steps and ideas we can apply here, our
currently addressed problem of usage model translation to workflow model is
not explicitly discussed in any of the publications known to us.

1.4 Goal and Outline of the Paper
Our general vision is to generate running program code based on a usage model
specification. We investigate on a particular sub-case in this paper: given a us-
age model as a storyboard with supported scenarios [9], is there a formalizable
method to derive a workflow model in BPMN [7] from it. We present our pro-
posed path and general framework for modeling as next generation programming
in Section 2, based on [13]. Section 3 introduces our target case of workflow model
elicitation from a usage model, illustrated by a working example, with general
guidelines for model refinement and enhancement, rules and two different meth-
ods for translation. We conclude and close with future issues in Section 4.

2 Modeling and Programming Based on Model Suites
and Layering

Models are universal instruments for communication and other human activi-
ties. Ideas and thought chunks can be presented to those who share a similar
culture and understanding without the pressure to be scientifically grounded.
A model is an adequate (i.e. analogous, focused, purposeful) and dependable
(i.e. justified, sufficient in quality) instrument that represents origins and per-
forms functions in some deployment scenario [12]. As an instrument, the model
has its own background (i.e. grounding, basis) and should be well-formed. Mod-
els are more abstract than programs, but can be as precise and appropriate
as programs. They support understanding, construction of system components,
communication, reflection, analysis, quality management, exploration, explana-
tion, etc. Models can be translated to programs to a certain extent, therefore,
models can be used as higher-level, abstract, and effective programs. They are,
however, independent of programming languages and environments. Models en-
capsulate, represent and formulate ideas both as of something comprehended
and as a plan. Models declare what exactly to build and can be understandable
by all stakeholders involved in software system development. They become gen-
eral and accurate enough, and can be calibrated to the degree of precision that
is necessary for high quality [13].

A model suite [11] consists of a coherent collection of explicitly associated
models. A model in the model suite is used for different purposes such as commu-
nication, documentation, conceptualisation, construction, analysis, design, ex-
planation, and modernisation. The model suite can be used as a program of
next generation and will be mapped to programs in host languages of fourth or
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third generation. Models delivered include informative and representation mod-
els as well as the compilation of the model suite to programs in host languages.
Consistency can be ensured similarly to relational databases [15]. Models will
thus become executable while being as precise and accurate as appropriate for
the given problem case, explainable and understandable to developers and users
within their tasks and focus, changeable and adaptable at different layers, vali-
datable and verifiable, and maintainable.

Similarly to database modeling, layering has already often and successfully
been used, including most program language realisations and application devel-
opment methodologies. We assume a general layered approach as the universal
basis for treatment of models as programs [13]. Layering has also been the guid-
ing paradigm of the TeX and LaTeX text processing realisations [5, 6].
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Fig. 1. The layered approach to model suite development and program generation

Model suite development and deployment will be based on separation of
concern into extrinsic and intrinsic parts of models. Models typically consist on
the one side of a normal model that displays all obviously relevant and important
aspects of a model and on the other side of a deep model that intrinsically
reflects commonly accepted intentions, the accepted understanding, the context,
the background that is commonly accepted, and restrictions for the model. The
model suite will be layered into models as shown in Fig. 1. Taking it as basis,
we can formulate our proposed agenda for usage and workflow models.

The initialisation layer is given by the application and the scenarios in which
models are used, by the problem characterisation, by background elements of
the CoP and especially commonly accepted concepts in this community, and
additionally by interest, intensions, and the value. In our case, it consists of
a declaration that a website is needed for a specific application, analogously
to selecting a documentclass in LATEX. It determines the possible syntax and
semantics of the underlying layers.

The enabling strategic setup layer defines the opportunity space and espe-
cially the hidden background for the model. Its main result is the deep model
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that is typically assumed to be given (normal models are not entirely developed
from scratch). In our case, it will correspond to what a website means, what are
the side conditions and underlying infrastructure of it and the selected appli-
cation domain. It gives an opportunity space and can impose requirements or
proposals for the way of system development.

The tactic definition layer starts with some generalisation, i.e. select a ground
generic model that will be customised and adapted to become the normal model.
It can be, for example, a generalization of a previous storyboard development,
or a configurable storyboard composed of best-practice patterns. Decision of the
modeling framework or language (here, the use of storyboarding, with or without
story algebra usage, in which format) must have been taken. Generic modeling
must be supported by meta-models assumed to be available as (re)usable pack-
ages. Further model contents are interpreted based on the selected packages.

The operational customisation layer fits, calibrates and prunes the model
suite to the problem space. This is where the actual design is made, forming a
normal model (here: the generic storyboard is customized as needed or allowed
by the generic model: missing parameters are set up, defaults can be overrid-
den). Requirements for an acceptable normal model must have been given in the
generic model or the metamodel, in order to ensure well-formedness and consis-
tency, and to allow proper model transformations possible on the delivery layer.
The normal model(s) must be validated according to these requirements.

Finally, the model is delivered in various variants depending on the interest
and the viewpoints of the CoP members. It is elicitated from the normal model
using a model translation, extraction or enhancement method. The target model
language (here, BPMN) must be given with the selection and customization of
the available translation methods. Interrelations and consistency management
between the normal and the delivered model can be further declared.

The complete model suite thus becomes the source for the code of the problem
solution, and for the system to be built [13].

3 Elicitation of Workflow Models from Usage Models

One of the main challenges for model translation is the existence of different
intentions behind the two modeling languages. BPMN is stricter than story-
boarding, while a proper translation needs to make use of the inherent flexibility
of the storyboard. Therefore, besides a direct and full translation option, we are
proposing a way for constructing BPMN workflows by formulating story path
schemata, based on selected parts of the storyboard.

3.1 An Application Case and Its Usage Model

We are assuming the development an information system for a touristic and
recreational trail network, providing guidance for visitors, as well as facility man-
agement of the trails and related field assets. A map interface is being provided
with planning and navigation features along the designated trails, connected to
an issue tracking system for reporting and managing trail and asset defects.
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The high-level usage model is given as a storyboard on Fig. 2. Abstract
usage locations represented by graph nodes are called scenes. Users can navigate
between these scenes, by performing actions associated to directed transition
links. Some indicative action names are given for the reflexive links (which are
in fact, denote multiple links, one by named action). The entry point is marked
with a filled black circle. An end point may also be added as a double circle (by
default, each scene is assumed to be a potential end point).

Fig. 2. High-level storyboard graph for a sample trail management system

We declare three actor roles: visitor, trail manager and trail crew. A set of
authorized actors are pointed to the bottom of restricted scecnes by vertical
arrows [9, p. 410]. By default, all actors are allowed to enter a scene.

The storyboard is about to represent supported normal scenarios, as specific
means the users can accomplish given tasks. Context-loosing random navigations
(e.g. back to the main page at any time) can be treated as breaking or canceling
the started scenario, and starting a new scenario with a new context. These
moves are not explicitly modeled so the focus can be kept on meaningful issues.

We are limiting our current discourse for one-session, one-actor scenarios.
The storyboard can be enhanced with input-output content specifications for

each scene. We use the notation of [9, p. 410] so that input and output content for
a scene is displayed using a short horizontal arrow on the left and the right side,
respectively. Input-output content is named and an output content is assumed
to be delivered as an input content to the next scene along each transition link,
where the content names are equal. Square brackets denote optional input or
output. Content names can be prefixed by generic database operation names.

3.2 Refinement and Normalization of the Storyboard
The top-level storyboard (Fig. 2) has to be refined and enhanced, so that actual
scenarios as paths in the graph will be self-descriptive and consistent, and the
graph is formally sound and contains enough details for a working and mean-
ingful translation into workflow model(s). We state the following semantical
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considerations and guidelines for developing the refined usage model. If all these
criteria are met, and guidelines have considered, we call the storyboard normal-
ized. This is only partially verifiable formally – for the items marked with (*) –
and refers to a quality and stage of model development:
– Complex scenes must be decomposed into atomic sub-scenes, each having

a single, well-defined action, task or activity which is fully authorized by a
given set of actor roles. The interaction paths must be modeled by directed
links between the sub-scenes and directly connected to outside (sub)scenes.

– Each transition link with active actor participation (action) must be replaced
by a link-scene-link combination, where the action or activity is performed
at the scene and the new links are only for navigation. This new scene can
be handled and parametrized together with other scenes in a unified way.

– No parallel links between two scenes are allowed (*). They must either be
translated using separate scenes (see above), or merged into one link, or their
source or target scenes must be decomposed to separate sub-scenes.

– The routing decision (which link to follow after a scene) is assumed to be
taken as part of the activity inside a scene, by default. If it is not intended,
then only one outgoing link is allowed and an extra routing decision scene
must be explicitly introduced after the original scene as necessary (this may
be later optimized out).

– Unique names are assumed for all scenes and links (except that two or more
links pointing to the same target scene can have the same name) (*).

– There must be a unique start node (entry point) with a single link to an
initial scene and either a unique end node or a default rule declaring which
scenes can be places for story completion (*).

– Each scene must be enhanced with a set of authorized actor roles. Without
that, a default rule must be supplied. There must be no (normal) links
between scenes without at least one common authorized actor role. (*)

– Input and output content is to be specified by symbolic names for each scene
wherever applicable. Content names will be matched along the links (*): For
each input content of a scene s there must be an output content with the
same name provided by the source scene of each link directed to s. Optional
content is written in square brackets.

– Input and output content names can be prefixed by database operations:
SELECT is allowed for input, while INSERT, UPDATE, and DELETE are
allowed for output content. Without detailed semantics of these operations,
a single central application database is assumed by default.

3.3 View Generation by Actor Roles
Given a selected actor role, a specific storyboard view can be generated for it
as a basis of role-specific workflow models, by removing unauthorized scenes
for a selected role with their links, resulting a cut-out of the storyboard, with
reachable scenes by actors of the chosen role. An enhanced, normalized version
of the visitors’ storyboard view is shown on Fig. 3, with multiple sub-scenes.
Links are denoted by italic numbers. An explicit end node is placed additionally,
reachable from chosen scenes.
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Fig. 3. Visitors’ view of the storyboard after refinement and normalization

3.4 Graph-Based, Direct Translation Method

At this point, a default translation algorithm we have developed, can be applied
to generate a BPMN process flow diagram, based on the graph connectivity of
the storyboard. Details of the algorithm are omitted due to space limitations,
but the result of the translation of Fig.3 is shown on Fig. 4 as a demonstrative
example. The translation process can continue with enhancements of Section 3.8.

3.5 Modeling Supported Scenarios by Story Algebra Expressions

Alternatively to the previous method, a more sophisticated and targeted method
is developed, if specific scenarios, which are intended to be supported by the
system, are collected and expressed as patterns in a story algebra.

A particular playout of system usage becomes a path in the storyboard and
is called a scenario. A set of possible scenarios can be modeled as using the
story algebra SiteLang [9, p. 76], similar to regular expressions. Such a scenario
schema can be a pattern for generating a workflow model. The original notation
uses link names for description. We found that using scene names in the story
algebra more naturally supports the translation to workflow models.

For example, a scenario schema of a visitor can be modeled out of the follow-
ing variations: a visitor looks at the map, selects a destination point. The scenario
may continue by reporting an issue for the selected point, or by planning a trip,
navigating along it, and maybe at certain points, reporting an issue on-site. Each
of these variants correspond to different scenarios the system should support and
can be summarized as one or more scenario schemata.

Using abbreviated scene names (by first letters of words, e.g. mb stands
for map browse), the above mentioned visitor scenarios can be modeled by the
following story algebra expression (semicolon is used for denoting sequential
steps, plus sign for at-least-once iteration, square brackets for optionality and
box for expressing alternatives):

Proc. M2P -- New Trends in Database and Information Systems, Bled, CCIS 1064, pages 163-175, Springer, 2019.



Usage Models Mapped to Programs 9

Fig. 4. Direct translation of visitor usage to BPMN, based on the storyboard graph.
The full connectivity of the usage model is represented as possible process flow paths.
Scenes become tasks. Numbers denote choices based on scene transition edges. Brack-
eted numbers are only for information, referring to original transition edges without
alternatives. The grey-colored gates can be removed by merging their connections.
Further refinements and optimizations are possible.

mb; ps; (ir2(tp; (tsn; [ir])+)) (1)

Given a storyboard (view) specification, a scenario schema must be compat-
ible with the given scene transitions, which means the following: Atoms of the
story algebra expression must match to authorized scenes of the storyboard. The
defined scenarios must correspond to valid directed paths within the storyboard
(view). The defined scenarios must start with the marked initial scene and finish
at the defined (or default) end scene(s).

Expression (1) is compatible with the visitors’ storyboard view (Fig. 3). Con-
sistency of the input-output content declarations can also be checked along the
possible playouts. Note the link 6 will not be available if the visitor is coming
from link 7 (there is no navigated route to go back to).

3.6 Decomposition Into Mini-Stories
A scenario or story schema might contain semantically meaningful, reusable
patterns of scene transition playouts, which can be combined with each other
flexibly. Story algebra expressions, however, may be too complex and hard to
handle by human modelers, and such semantical information remains hidden. A
possible solution is to take the union of the relevant scenarios and decompose
them into mini stories [14] (or, at least, extract some mini-stories from it).

A mini-story is a semantically meaningful, self-contained unit, which can be
used flexibly in different scenarios, sometimes by possibly different actors.It can
be modeled explicitly and translated as a reusable subprocess in the workflow
model. Syntactic hints or heuristics can reveal possible mini-story candidates,
but at the end the modeler has to explicitly define or verify them.
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10 A. J. Molnár, B. Thalheim

In our case, given the story algebra expression (1), candidate mini-stories
can be recognized by maximal, non-atomic subexpressions with none of its non-
trivial parts appearing elsewhere. Based on modeler decision taking into account
semantics as well, we define the following two mini-stories, and substitute them
in the story algebra expression (in a real case, with more scenarios, their reusabil-
ity could be better verified): 1. Select location from map: Slfm ::= mb; ps and
2. Navigate along trip (with reporting issues): Nat ::= (tsn; [ir])+. We keep re-
ferring to scenes ir and tp as atomic mini-stories. The resulting story algebra
expression with the above mini-story substitutions of (1) becomes:

Slfm; (ir2(tp;Nat)) (2)

3.7 The Story-Based Translation Method

After the storyboard (viewed by an actor role, refined and normalized) and the
desired story schemata (story algebra expresions) are given as above, with the
mini-stories modeled, the workflow model in BPMN for each story schema can
be elicitated the following, inductive way:

– Translate atomic mini-stories,
– Translate compound mini-stories based on their story algebra expressions

(which are not translated yet),
– Compose the complex workflow based on the full story algebra expression.

Translation can be hierarchically carried over using structural recursion along
the story algebra atoms and connectives, as displayed on Fig. 5. A choice for
rule alternatives is proposed, with given defaults. The modeler can either leave
the defaults as they are, or utilize the alternatives by applying pragma-like dec-
larations to the usage model, or stereotypes associated to story algebra elements
or subexpressions. For example, compund mini-stories can be translated as sub-
processes, or connected using the link event notation. Conditionals for process
flow gates match the names of correspoinding storyboard edges (based on user
choice) or their associated conditions or triggers (if such conditions are given for
links of the storyboard).

3.8 Enhancement of the Translated Model

Transition link names (here, numbers) can be added to the workflow model, as
well as input-output content as data objects and database connections associated
to the workflow tasks and subprocesses (see the additional rules of Fig. 5).

Fig. 6 displays a result of the refined, normalized visitors’ storyboard view
(Fig. 3) being translated to BPMN, based on story algebra expression (2) and
mini-stories of Section 3.6, using rules of Fig. 5.

Model translation may be guided by additional information in forms of scene
or link stereotypes.BPMN provides a variety of assets and some of them could
be directly elicitated.Stereotypes offer more semantic information such as data
or user-driven navigation, cancellation or rollback of started transactions, etc.,
to be mapped to native BPMN constructs.
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Fig. 5. Translation rules for story algebra expressions and additional assets based on
storyboard. Dotted-lined rectangles denote arbitrary workflow model parts already
translated from story subexpressions. There is a default translation for each construct,
with possible alternatives that can explicitly be chosen by the modeler.

Fig. 6. BPMN workflow translation of visitors’ view usage model, based on story al-
gebra expression (2)
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12 A. J. Molnár, B. Thalheim

The modeling process is based on laying out default values for model formats,
start/end scenes, authorized actor roles, context objects containing scenario his-
tory, handling of exceptions and invalid routing, stereotypes and other semantical
or transformative guidance (e.g. how to connect mini-stories together, how to
translate iteracted sub-processes). Defaults should work for conventional model-
ing cases. For customized, more sophisticated modeling, defaults can be overwrit-
ten. A possible post-translation optimization phase can improve the workflow
model in each case. Most of these issues are left for future investigation.

4 Conclusion and Future Work
Model-based programming can be the true fifth generation programming, sup-
ported by sound foundation and appropriate tools, based on model suites of
explicitly interrelated models. Models have their specific functions, viewpoints
and can be given in various levels of details. Ensuring coherence, consistence and
translatability among them is a crucial issue. In this paper, we have presented
a general, layered modeling framework as a basis, and showed its feasibility by
giving methods and guidelines for model development and translation between
two specific types of models: the usage model (expressed by storyboard graphs
and story algebra expressions) and the workflow model (expressed by BPMN).

The workflow model is claimed to be directly translatable to program code
[10, 3]. We have introduced the concept of user view and the normalization of
the storyboard, providing guidelines to the modeler to refine an initial, top-level
usage model. We gave two methods for translating the refined usage model to
workflow models, and successfully applied the mini-story concept for semanti-
cally structured and flexible workflow elicitation. Translation is based on default
rules, while alternatives can be chosen explicitly by the modeler.

The method is ready to be tested with more examples or prototype implemen-
tations. Future issues include actor collaboration modeling, defining stereotypes
and pragmas determining model semantics and translations. The metamodeler
has to implement packages of generic models and add-ons, enrich generic models
with pre-defined patterns and templates. The actual application modeler can
choose among them or let the modeling system decide on which defaults it uses
for which cases. It points towards a generic model-suite framework, which is, in
our view, essential for truly working general model-based programming.
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Abstract. Models are one of the main and most commonly used instruments in 
Computer Science and Computer Engineering. They have reached a maturity 
for deployment as the main tool for description, prescription, and system speci-
fication. They can be directly translated to code what enables us to consider 
models as the main tool for modern software development. Models are the 
power unit towards new programming paradigms such as true fifth generation 
programming. This paper introduces model-centered programming as one of the 
main ingredients and main tool of true fifth generation programming.   

Keywords: models, true fifth generation programming, model-centered pro-
gramming. 

1 Introduction 

1.1 Towards New Programming Paradigms 

Programming has become a technique for everybody, especially for non-computer 
scientists. Programs became an essential part of modern infrastructure. Programming 
is nowadays a socio-material practice in most disciplines of science and engineering. 
Solution development for real life complex systems becomes however an obstacle 
course due to the huge variety of languages and frameworks used, due to impedance 
mismatches among libraries and environments, due to vanishing programming expert 
knowledge, due to novel and partially understood paradigms such as componentiza-
tion and app programming, due to the inherent tremendous complexity, due to pro-
gramming-in-the-large and programming-in-the-web, and due to legacy and integra-
tion problems.  

Programming languages have evolved since early 1950's. This evolution has re-
sulted in a thousand of different languages being invented and used in the industry. 
First generation languages – although low-level and machine-oriented at micro-code 
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level - are still used for instruction-based programming. Second generation languages 
are assembly languages that can be translated to machine language by an assembler. 
Third-generation languages provide abstractions and features such as modules, varia-
bles, flow constructs, error handling, support packages, many different kinds of 
statements etc. Fourth generation languages are more user friendly, are portable and 
independent of operating systems, are usable by non-programmers, and have intelli-
gent default. The fifth generation project has been oriented on logic programming and 
did not result in a wide acceptance and usage. The main supporting feature for pro-
gramming is however that programs written in these languages are translated by com-
pilers to programs in low-level machine languages.  

Programs became an infrastructure of the modern society. At the same time, we 
face a lot of problem for such infrastructure. Its maintenance, extension, porting, inte-
gration, evolution, migration, and modernization become an obstacle and are already 
causing problems similar to the software crisis 1.0. Programs are developed in a varie-
ty of infrastructures and languages that are partially incompatible, in teams with 
members who do not entirely share paradigms and background knowledge, at a longer 
period of time without considering legacy problems at a later point of time, without 
development strategies and tactics, and with a focus on currently urgent issues. A 
crucial point is the development of critical software by non-professionals. Program-
ming has already changed to programming-in-the-large beyond programming-in-the-
small and is going to change now to programming-in-the-mind. Moreover, systems 
become more complex and less and less understandable by team members. The soft-
ware crisis 2.0 (e.g. [15]) is also be exacerbated by understandability, communication, 
comprehension, complexity, and provenance problems. 

We thus need better and more abstract techniques for development of our pro-
grams. We envision that true fifth generation programming can be based on models 

and model suites which can be automatically transformed to corresponding programs 
without additional programming.  

 
1.2 Models as Programs 

Our notion and understanding of models and model suites is based on the compendi-
um on models in sciences and engineering [11].  

A model is a well-formed, adequate and dependable instrument that effectively and 
successfully functions in utilization scenarios. It is adequate if it is analogous to the 
origins to be represented according to some analogy criterion, if is more focused (e.g. 
simpler, truncated, more abstract or reduced) than the origins being modelled, and if it 
sufficiently satisfies its purpose. Well-formedness enables an instrument to be justi-

fied by an empirical corroboration according to its objectives, by rational coherence 
and conformity explicitly stated through conformity formulas or statements, by falsi-
fiability or validation, and by stability and plasticity within a collection of origins. 
The instrument is sufficient by its quality characterization (internal quality, external 
quality and quality in) such as correctness, generality, usefulness, comprehensibility, 
parsimony, robustness, novelty etc. Sufficiency is typically combined with some as-
surance evaluation (tolerance, modality, confidence, and restrictions). A well-formed 
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instrument is called dependable if it is sufficient and is justified for some of the justi-
fication properties and some of the sufficiency characteristics. A model comes with its 
background, e.g. paradigms, assumptions, postulates, language, thought community, 
etc. The background its often given only in an implicit form.  

A model reflects only some focus and scope. We thus use model suites that con-
sists of a set of models, an explicit association or collaboration schema among the 
models, controllers that maintain consistency or coherence of the model suite, appli-
cation schemata for explicit maintenance and evolution of the model suite, and tracers 
for the establishment of the coherence. 

A typical model suite is used for co-design of information systems that is based on 
models for structuring, models for functionality, models for interactivity, and models 
for distribution. This model suite uses the structure model as the lead model for func-
tionality specification. Views are based on both models. They are one kernel element 
for interactivity specification. Distribution models are additionally based on collabo-
ration models.  

Model-centered development is used in many branches of modern computer sci-
ence and computer engineering. Model-as-Programs approaches will become the 
traction machine characterized by slow beginning at present and a progressive in-
crease in speed. In the sequel we discuss this change of paradigms for database devel-
opment. A similar approach has already been practiced for editing systems such as 
literate programming and as the LaTeX environment or such as compiler-compiler 
approaches for domain-specific languages.  

 
1.3 The Storyline of this Paper 

Models and model suites became easy-to-use and easy-to-develop instruments that are 
used by everybody and therefore also by non-programmers. We envision that modern 
programming could be based on model suites that are translated to programs. As dis-
cussed in Section 2, this vision is already real for users that use advanced database 
development techniques. However, model-based database programming is used only 
in a less sophisticated and rather implicit form. Investigating the more advanced ap-
proach, we develop a path towards true fifth generation programming that is based on 
model suite development in Section 3. The entire framework is inspired by and can be 
considered as a generalization model-centric database development and modern speci-
fication approaches.  

2 Case Study: Model Suites Direct Database Specifications 

2.1 Data Specification for Database Applications with Conceptual Models 

Conceptual schemata and models are widely used for database structure specification 
and as a means for derivation of user viewpoints [10,13]. These models are used for 
concept-backed description of the application domain or of thoughts, for prescription 
of the realization and thus system construction, for negotiation and iterative develop-
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ment of the model decisions, and for documentation and explanation of the decisions 
made in the modelling process.  

Viewpoints can be represented by view schemata that are defined on the main da-
tabase schema by expressions given in an advanced algebra. Interaction models for 
business users are the third kind of models that are used in a database model suite. 
Collaboration models can be specified in a similar form and are based on viewpoints.  

The usage of a conceptual model as a description model of thoughts and under-
standing in an application area is commonsense today. The usage for system realiza-
tion must be based on specific properties of the database management platform and 
requires thus a lot of additional information. We thus enhance conceptual modelling 
by additional information. Pragmas and directives are essential elements that we use 
for enhancement of conceptual models for system realization. Pragmas have original-
ly introduced for C and C++. Directives have been used as additional control units for 
compilation. 

 
2.2 Transformation of Conceptual Models to Logical and Physical Models 

Conceptual models and schemata are often taken as an initial structure for logical and 
physical schemata. The transformation is still often based on some brute-force inter-
preter approach that requires corrective specification for integrity maintenance and for 
performance management at a later stage by experienced database operators. The 
transformation of integrity constraints is not yet automatically enhanced by enforce-
ment mechanisms and control techniques. Procedural enhancement on the basis of 
triggers and stored procedures is still a challenge for database programmers. Perfor-
mance support includes at the first step CRUD supporting indexing. Support for que-
rying can be based on hints.  

The transformation approach can however be based on rule-based compilation. Es-
sentials of rule-based transformation are in a nutshell: syntactical and semantic analy-
sis of the models and schemata according quality characteristics within the platform 
setting; preprocessing of the models and schemata to intermediate normalized models 
and schemata; extension of the models by support models for performance support; 
derivation of integrity maintenance and other support schemes; derivation of associa-
tion schemata for models in the model suite; derivation of tracers for coherence 
maintenance; rule-based transformation of models; optimization after transformation. 

It does not surprise that this approach follows classical four-layer compiler tech-
nologies (lexical and syntactical analysis, derivation of intermediate models, prepara-
tion for optimization, translation, performance management) [14]. It is enhanced by a 
compiler configuration pragmas according to the profile of the DBMS. The models 
must be complete for performance consideration. Therefore, a number of directives 
have to be added to all models in the model suite: treatment of hierarchies, redundan-
cy control, constraint treatment, realization conventions, and quantity matrices for all 
larger classes. Directives and pragmas must not be fully described. Instead we may 
use templates, defaults and stereotypes, e.g. realization style and tactics, default con-
figuration parameters (coding, services, policies, handlers), generic operations, hints 
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for realization of the database, strategies for matching performance expectations, 
constraint enforcement policies, and support features for the system realization. 

This transformation approach is already state-of-the-art for challenging applica-
tions. Advanced database programming is based on such techniques. Web information 
systems development uses such transformations [10]. However, it is currently the 
professional secret of database operators and administrators. 

 
2.3 Generalizing the Approach for Database Programming  

The specification and transformation approach has already becoming common prac-
tice for database structuring development. The Higher-Order Entity-Relationship 
Modelling (HERM) language [13] is the basis for development of conceptual database 
schemata and for specification of derivable view schemata. The latter are used for 
support of viewpoints for a given database system user community. Derivation is 
based on the HERM algebra that allows specification of user schemata. The specifica-
tion of a database schema follows the disciplinary matrix of database development, 
e.g. approaches such as global-as-design and viewpoint support as derivable struc-
tures. This structuring may be enhanced by generic or reference models which are 
essentially package for modelling. The foundation and the models background is sup-
ported by the HERM theory. The entire schemata development is based on tools, e.g. 
ADOxx [4,6] as a specification environment. An essential element of this environ-
ment is a compiler for compilation of the specifications to logical schemata. The da-
tabase developer specifies the schemata within this environment as HERM schemata, 
view schemata, and pragmas and directives as an additional description for database 
performance.  

 

Fig. 1. The model-centric database structure development with automatic mapping of 
conceptual models to logical models for HERM models 
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Fig. 1 displays this approach. The database developer uses the development envi-
ronment within the environment of the ADOxx workbench, the model definitions 
provided for HERM, the packages for schemata (e.g. a generic reference model for 
booking applications), the foundations provided by the HERM theory, and the trans-
formation features embedded into the ADOxx generator [6].  

3 Model Suites Used As Programs 

3.1 Towards New Programming Paradigms 

Modern programming languages provide as much as possible comfort to program-
mers.  

Models are a universal instrument for communication and other human activities. 
Thought chunks can be presented to those who share a similar culture and understand-
ing without the pressure to be scientifically grounded. Models encapsulate, represent 
and formulate ideas both as of something comprehended and as a plan. They are more 
abstract than programs. They can be as precise and appropriate as computer programs. 
They support understanding, construction of system components, communication, 
reflection, analysis, quality management, exploration, explanation, etc. From the other 
side, models can be translated to programs to a certain extent. So, models can be used 
as higher-level, abstract, and effective programs. Models are however independent of 
concrete programming languages and environments, i.e. programming language and 
environment independence is achieved. Models declare what exactly to build. They 
can be developed to be understandable by all main parties involved in system devel-
opment. They become general enough and accurate enough. They can be calibrated to 
the degree of precision that is necessary for high quality. 

Model-based programming can then replace classical programming based on com-
pilation and systematic development of models as well on explicit consideration of all 
model components without hiding intrinsic details and assumptions. Our approach to 
true fifth generation programming will be extendable to all areas of computer science 
and engineering beside the chosen four exemplary ones (information system models; 
horizontally and vertical layered models; adaptable and evolving models; service line 
models).  This paper develops a general framework to true fifth generation program-
ming for everybody. 

The framework is based on model suites since the user interface models and the 
collaboration models must be an integral part of modelling. Interface and collabora-
tion treatment generalizes literate programming [5] to literate modelling as ‘holon’ 
programming that is combined with schemes of cognitive reasoning. Model suites 
enable the programmer of the future to develop their programs in a multi-facetted 
way. They can reason in a coherent and holistic way at the same time on representa-
tion models as the new interfaces, on computing and supporting models, on infra-
structure models, on mediating models for integration with other systems, etc. 

Application engineers and scientists are going to develop and to use models instead 
of programming in the old style. They will be supported by templates from their ap-
plication area, can thus concentrate on how to find a correct solution to their prob-
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lems, can manage the complexity of software intensive systems, will be supported by 
model-backed reasoning techniques, and will appreciate and properly evaluate the 
model suite at their level of abstraction. Literate modelling with model suites supports 
all members of a community of practice (CoP) by reflecting their needs and demands 
in a given situation and scenario by an appropriate model in the model suite. It be-
comes thus an effective and efficient means of communication and interaction for 
users depending on their beliefs, desires, needs, and intentions.  

The generalization of the database approach is depicted in Fig. 2. We use a similar 
form as the experienced one that is displayed in Fig. 1. 

Fig. 2. The general approach to true fifth generation development based on models 
 
Our approach proposes new programming paradigms, develops novel solutions to 

problem solving, integrates model-based and model-backed work into current ap-
proaches, and intents to incubate true fifth generation programming. This new kind of 
programming enhances human capabilities and could become the kernel of new in-
dustrial developments. Models are thus programs of the next generation. 

 
3.2 The Layered Approach to Modelling 

Our approach is based on model suites as the source, on systematic development of 
model suites in a layered approach, on compilers for transformation to programs in 
third or fourth generation, and on quality assurance for the model as a program. The 
notion of the model suite is based on [11]. Model suites generalize approaches devel-
oped for model-driven development from one side and conceptual-model program-
ming from the other side. Model suite development and deployment will be based on 
separation of concern into intrinsic and extrinsic parts of models. Models typically 
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consist on the one side of a normal model that displays all obviously relevant and 
important aspects of a model and on the other side of a deep model that intrinsically 
reflects commonly accepted intentions, the accepted understanding, the context, the 
background that is commonly accepted, and restrictions for the model. The model 
suite will be layered into models for initialization, for strategic setup, for tactic defini-
tion, for operational adaptation, and for model delivery (see Fig. 3).  
Model development can be layered in a form that is similar to the onion structure in 
Figures 1 and 2. We use essentially five layers for true fifth generation programming 
as shown in Figure 3:  

(1) an internal layer for general initialization,  
(2) an application definition language layer that includes many additional li-

brary packages,  
(3) the internal supporting and generated layer with its generic and reference li-

braries, 
(4) the input model suite that reflects the application and which is essentially 

the main task for an application engineer, and 
(5) the generic intermediate output layer, and its delivery layer for multiple 

output variants depending on the target programming language.  

Fig. 3. The five layers to model development (initialize, setup, reflection, customize, 
delivery) 

 
The model suite will be layered into models for initialization, strategic setup as an 

intrinsic setup, tactic definition as an extrinsic reflection, customization and opera-
tionalization as the main program development layer and as operational adaptation, 
and for model delivery. The complete model suite thus becomes the source for the 
code of the problem solution, and for the system to be built. Currently, a model is 
considered to be the final product. Models have their own background that is typically 
not given explicitly but intrinsically. Currently, methods for developing and utilizing 
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models are accepted as to be given. The intrinsic part of a model and these methods 
form is called deep sub-model. The deep model is coupled with methodologies and 
with moulds that govern how to develop and to utilize a model. The deep as well as 
the general model are starting points for developing the extrinsic or “normal’’ part of 
a model. Consideration of modelling is often only restricted to normal models similar 
to normal science. Model suites integrate however these model kinds. The main ob-
stacle why model-driven development and of conceptual-model programming has not 
yet succeed is the non-consideration of the deep model and of modelling moulds. 

4 Conclusion 

We envision that true fifth generation programming can be based on development of 
high-level program descriptions that can be mapped to third-generation or fourth-
generation programs. These programs may then be directly executed within the corre-
sponding environment. This approach has already been the essential idea and its gen-
eralization behind a system for translation of domain-specific languages in the 80ies. 
The DEPOT-MS (DrEsdner PrOgrammTransformation) [7] was a compiler-compiler 
for domain-specific languages (historically: little languages, application-domain lan-
guages (Fachsprache)) that has been used to compile specific language programs to 
executable programs in the mediator language (first BESM6/ALGOL, later PASCAL, 
finally PL/1 [2]). The approach integrates the multi-language approach [1], the theory 
of attribute grammars [9], and theory of grammars [3,12].  

A second source for true fifth generation programming is literate programming [5] 
that considered a central program together with satellite programs, especially for in-
terfacing and documenting. This approach can be generalized and extended by new 
paradigms of programming (e.g. GibHub, 'holon' programming, schemata of cognitive 
semantics, and projects like the Axiom project or the mathematical problem solver [8] 
have already shown the real potential of literate programming. Our approach extends 
literate programming to model suites which are sets of models with well-specified and 
maintainable associations. 

The developed framework, its theoretical underpinning and the realization ap-
proach is novel, targets at new programming styles, supports programmers from ap-
plications without requiring from them a deep program language knowledge and 
skills, and is going to overcome current limitations of programming. Layering is one 
of the great success stories in computer engineering. Already early languages such as 
COBOL used layered programs (division-section-paragraph-sentence-statement-
command; ICCO: initialize-configuration-content_enhancement-operationalisation; 
environment-declaration-program). Our approach continues and generalizes this ap-
proach and will be thus the basis for true fifth generation programming. 

A model in the model suite is used for different purposes such as communication, 
documentation, conceptualization, construction, analysis, design, explanation, and 
modernization. The model suite can be used as a program of next generation and will 
be mapped to programs in host languages of fourth or third generation. Models will 
become programs of true fifth generation programming. 
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Models delivered include informative and representation models as well as the 
compilation of the model suite to programs in host languages. Models will thus be-
come executable while being as precise and accurate as appropriate for the given 
problem case, explainable and understandable to developers and users within their 
tasks and focus, changeable and adaptable at different layers, validateable and verifia-
ble, and maintainable. 
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Abstract. Humankind faces a most crucial mission; we must endeavour, on a global 
scale, to restore and improve our natural and social environments. This is a big 
challenge for global information systems development and for their modelling. In 
this paper, we discuss on different aspects of conceptual modelling in global 
environmental context. The paper is the summary of the panel session “The Future 
of Conceptual Modelling” in the 29th International Conference on Information 
Modelling and Knowledge Bases. 

Keywords. Conceptual modelling, model suites, multi-agent system, artificial 
intelligence, machine learning, semantic computing, data mining, 5D World Map 
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Introduction 

Conceptual modelling has been one of the essential academic subjects in the computer 
science area and includes highly significant topics not only in academic communities 
related to information systems, but also in the area of environmental and globalization 
studies.  

Humankind faces the essential and indispensable mission; we must endeavor on a 
global scale to perpetually restore and improve our natural and social environments. One 
of the essential research activities in environmental study is conceptual modelling to 
express, share, analyze and visualize the environmental and social phenomena of various 
situations. It is essentially significant to create new conceptual modelling for making 
appropriate and urgent solutions to various environmental changes and social situations 
in the nature and society.  

The nature and society are expecting our activities to cover environmental research 
areas, towards “Environmental Artificial Intelligence” with sensing-data processing, big-
data analysis, machine learning, deep learning, spatio-temporal computing, GIS 
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(Geographical Information Systems) processing and semantic computing. From the 
viewpoint of conceptual modelling, much research activity should focus on 
environmental issues for realizing sustainable nature and society. 

To promote discussion on the future trends and challenges of conceptual modelling, 
we organized a panel session on “The Future of Conceptual Modelling” during the 29th 

International Conference on Information Modelling and Knowledge Bases (EJC2019). 
The panelists were Professor Yasushi Kiyoki (panel moderator and chair), Professor 
Bernhard Thalheim, Professor Marie Duží Professor Hannu Jaakkola and Professor 
Petchporn Chawakitchareon. In the panel session, we focused on discussions on new 
conceptual modelling towards Environmental Artificial Intelligence. Open questions to 
this aim are: 

 How to give actual interpretations and understandings to the nature and societies? 
Nature cannot interpret the meanings of situations/phenomena by itself. Only the 
human can interpret the meaning of nature’s situation by our senses with brain. 

 How to give meanings to environmental phenomena in computational processes? 
The paper is based on the presentations of the panelists’ own viewpoints on the panel 

session topic. The paper is organized as follows. In Section 1, Professor Thalheim 
introduces model suites as a maintained collection of associated models. In Section 2, 
Professor  Duží describes communication in a multi-agent world based on the 
Transparent Intensional Logic (TIL). In Section 3, Professor Jaakkola discusses on 
artificial intelligent (AI) in modelling landscape and technological changes in conceptual 
modelling. In Section 4, Professor Kiyoki and Professor Chawakitchareon present the 
5D World Map System and its applications to global environmental engineering.    

1. Model Suites as a Maintained Collection of Associated Models 

Most disciplines simultaneously integrate a variety of models or a society of models. The 
theory of model suite has been developed in [1, 2, 3]. A model suite is essentially a  well-
associated and coherent ensemble of models. The models in a model suite coexist, co-
evolve, and support solutions of subtasks. A model suite [3] consists: 

 of set of models which are defined within a common language understanding on 
the basis of several modelling languages, 

 of an association or collaboration schema among the models, 
 of controllers that maintain consistency or coherence of the model suite, 
 of application schemata for explicit maintenance and evolution of the model suite, 

and 
 of tracers for the establishment of the coherence. 
 
We observe three opportunities of building a model suite: 
 Horizontal model suites: Horizontal model suites use the same level of abstraction 

and reflect different but integratable viewpoints or foci or scopes on the basis of 
different languages. Computer science and engineering modelling is mainly 
modelling at the same abstraction layer. The model ensemble used in UML 
(Unified Modelling Language) separates modelling into several concerns such as 
use case, classes, interaction, packaging, and collaboration. Model-based 
engineering can be based on a five-level model suite [4]. Business (layer) data 
models and conceptual (layer) data models are a typical example of a horizontal 
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model suite since the first one is typically business-oriented and the second one 
can be considered to be a refinement of the first one. The binding among these 
models is often implicit. We may however enhance the two models by a mapping 
that maps the first model to the second one. This mapping combines and 
harmonizes the different views that are used at the business user layer. A good 
example is a model suite consisting of a global conceptual model and a rather 
large number of conceptual viewpoints that reflect the needs of database system 
users. 

 Vertical model suites: Vertical model suites combine models that have different 
abstraction levels, that vary in their level of detail and complexity, and that reflect 
different time and space abstractions. At the same time they are coupled through 
some kind of mapping mechanism and within a specific coupling style. Typical 
well-known vertical model suites are: (a) strategic, tactical and operational 
models used in business informatics, (b) OLTP-OLAP-Data_Mart decision 
support systems (OLTP= On-line Transaction Processing, OLAP= On-line 
Analytical Processing) and (c) database structure pattern. The OSI (Open Systems 
Interconnection Reference Model) layering model is a good example of a well-
associated model suite. Another example is the vertical model suite consisting of 
models for micro-data, meso-data, and meta-data for instance in decision support 
systems. Data streaming data and big data applications might become another 
example of model suite support. These applications can use a data stream profile, 
a task model that allows to derive the data collection portfolio, a model of 
analysis-driven data exploration, and a model for data collectors according to the 
analysis space. A typical example of a sophisticated model suite is the model suite 
of the human heart. It consists of a 5-layer model of the heart. At the genes layer 
the networks of genes are given by molecular functions. Proteins form the 
elementary units, define the chemistry, and their composition. Cell structures are 
the basis elements for explanation of functions and key organizational unit with 
biological processes and pathway models. The tissue model describes the 
structure and function and with cellular components. The human heart as an 
element of the body is described by a system of myocardial activation.  

 Collection of models at some abstraction layers: Model suites may also consist 
of associated models at various abstraction layers. These models are combinations 
of observations or thought models. A categorization of models at abstraction 
layers is given in Figure 1. 

 
The third opportunity is less obvious. We thus consider the wide class of mental, 

semantical, and semantical scientific models as displayed in Figure 1. Mental models can 
be graphical (iconic, representation) ones. Semantical models are internal ones 
(perception, cogitative) or external ones (linguistic, meta-, meta-meta-, meta-meta-meta-
models). Semantic scientific models are formal scientific, empirical scientific, 
technological, or praxeological ones [5]. The categorization may be extended to technical 
models (physico-technical, other technical or engineering models) which are not 
considered in [5]. 
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Figure 1. Models at abstraction layers.  

  
The eight kinds of models in Figure 1 show a categorization of model kinds that 

generalizes the classification in [6, 7]. The classification has been developed after 
analysis of classical Greek thoughts about models. The main sources are Platon’s Politeia 
[8] and C. Lattmann’s [9] and our analysis of the analogies of sun, of the divided line, 
and of the cave. It allows a categorization into a combination of observation or empirical 
quantitative models and qualitative intelligible models of thought. Observations are some 
kind of reflection, i.e. shadows according to [8]. Intelligible models are based on different 
modes and qualities of reasoning first of all by one thinker (or a community of thinkers) 
after perceiving, believing, and digesting observations or beliefs. They are also based on 
proper and matured thoughts including rationality, formation and reconsideration of 
ideas. The eight models in Figure 1 are summarized as follows: 

 Impression models: Humans are observing their environment and summarize their 
observations on things in models according to their interest, their tasks, their 
knowledge, and their profile. 

 Phenomena models: Humans are considering their observations on their system 
environment, use pragmatic reasoning schemata, and internalize the entities 
around them. Phenomena models only represent what has been observed and not 
what is false, in each possibility. 

 Suggestion or experimental models: Humans might have concluded that some 
their thoughts so far and develop based on that suggestion models that might be 
the basis for a falsification process esp. on the basis of experiments.  

 Perception models are reflecting human understanding on entities observed by a 
human and are based on the setting of a human, esp. the orientation and the 
priming. They combine mentalistic concepts that are intuitively formed according 
to some (empirical) human understanding. 

 Domain-situation models represent the common worldview on systems that are 
commonly observed, are governed by shared knowledge and beliefs, and reflect 
a shared opinion within a community of practice. The modelling method is 
governed by communication and human interaction. 
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 Hypothetical models mediate between quantitative theories and qualitative 
theories. They are applied to hypothetical and investigative scenarios, should 
support causal reasoning as well as network-oriented reasoning, and are 
developed in an empirical framework. 

 Conceptual models are models that are enhanced by concepts from concept spaces, 
are formulated in a language that allows well-structured formulations, are based 
on mental/perception/situation models with their embedded concept(ion)s, and 
are oriented on a modelling matrix that is commonly accepted [10]. 

 Conception-based models: Conceptions are consolidated systems of explanation. 
A model is enhanced by such systems of explanation and provides a generalizing 
and consolidated viewpoint. 

Humans synchronously use a number of models according to their tasks, according 
to the model functions in task resolving scenarios, according to the collaboration needs, 
according to their actual context, and according to their partners. Models must not be 
coherent in the general case. Humans use various models for various purposes. The 
models might be contradicting and inconsistent as a model society. A model suite 
however must however be coherent. It is then concise  and  precise  consolidation  of  all  
function-relevant  structural  and behavioral  features  of  systems under investigation. It 
is represented in a number of predefined formats, e.g. modelling languages such as 
diagrammatic languages. 

2. Communication in a Multi-Agent World 

We learn, communicate and think by means of concepts; and regardless of the way in 
which the meaning of an expression is encoded, the meaning is a concept2. Yet in our 
background theory, i.e. Transparent Intensional Logic (TIL), we do not define concepts 
within the classical set-theoretical framework. Instead, we explicate concepts as abstract 
procedures that can be assigned to expressions as their structured meaning3. In particular, 
complex meanings, which structurally match complex expressions, are complex 
procedures whose parts are sub-procedures. The moral suggested here is this. Concepts 
are not flat sets that cannot be executed and lack a structure; rather, concepts are 
algorithmically structured abstract procedures. Unlike sets, concepts have constituent 
parts, i.e. sub-procedures that can be executed in order to arrive at the product the 
procedure is typed to produce. Not only particular parts of a concept matter, but also the 
way of combining these parts into one whole ‘instruction’ that can be followed, 
understood, executed, learnt, etc., matters4. 

Having accepted semantic conception as described above, fundamental questions 
arise. How to reach those abstract procedures? How to examine their structure, how to 
derive what is entailed by them and not to derive what is not entailed? How to compute 

                                                           
2 To avoid misunderstanding, we also explicate the meaning of a sentence as the concept of a 

proposition denoted by the sentence. For more arguments in favour of structured procedural 
concepts as the means of our communication, see [11]. 

3 For details, see [12] and [13, §2.2]. 
4 This had been known already to Bernard Bolzano who criticized the classical Port-Royal 

school and the law of inverse proportion between the content (intension) and extent (extension) of 
a concept. The content itself does not determine the concept, the way of combining its parts matters; 
see [14: §120].   
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their products? There are two possibilities. Either not to do it and instead just specify 
axioms and rules of using them. Or, do it in a systematic way using a language fine-
grained enough. In TIL, we vote for the second strategy. To this end, we apply the 
language of TIL -terms that denote these procedures and mirror their structure in an 
isomorphic way. To give just a hint of our conception, in Figure 2 there is a simple 
example of a valid argument formalized in TIL.  

 
Tilman is seeking an abominable snowman 
Tilman is seeking something abominable 


wt [‘Seekwt ‘Tilman [‘Abominable ‘Snowman]] 
 

wt x [‘Seekwt ‘Tilman [‘Abominable x]] 
 

Figure 2. An example of a valid argument formalized in TIL 

 

All the entities of TIL ontology receive a type within a ramified hierarchy of types, 
which makes it possible to distinguish different levels of abstraction. In our example, the 
variable x must not range over individuals; this would turn logic into magic, and we 
would prove the existence of yetis. Instead, x ranges over properties of individuals. In 
addition, TIL is a typed, hyperintensional partial -calculus. Our procedures (concepts) 
are structured wholes that can occur in two fundamentally distinct modes, namely 
executed and displayed (for details, see [15]). When dealing with natural language, we 
need to operate not only within an extensional or intensional level, but also within 
hyperintensional level where substitution of analytically equivalent terms fails, because 
the very meaning procedure is displayed as the object of predication. Hyperintensional 
context is introduced inter alia by agents’ attitudes like knowing, believing, designing, 
seeking and finding, computing, and many others5. Thus we come to the second issue, 
which is a cogent argumentation in favour of multi-agent systems.    

In [17] the authors introduce the system for disaster resilience. Protecting nature, 
environment and people against disasters is very important and primary goal, of course. 
Yet, there are critical situations such as an unexpectable air disaster, natural disaster, 
traffic collapse, and so like, in which we can hardly do any more but to minimalize 
damages and harms by providing well-organized, professional disaster relief. In these 
situations, multi-agent systems are successfully applied.    

Multi-agent systems are dynamic, distributed applications that run on many 
computers over the network. There can be thousands of agents who are active in their 
perceiving environment and acting in order to achieve their individual as well as 
collective goals.  In general, there is no central dispatcher and the system is driven only 
by messaging. The agents communicate with their fellow agents by exchanging messages 
and they learn by experience. They are resource bounded, yet less-or-more intelligent 
and rational.  

A multi-agent system should be designed in such a way that it is apt for handling 
critical situations where a centralised system is prone to a chaotic behaviour or even 
collapse. While behaviour of a centralised system heavily depends on the centralised 

                                                           
5 For a summary on hyperintensionality, see the Introduction to the special issue of Synthese 

[16].  
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control so that its fail causes the fall of the whole system, in a multi-agent system there 
are still some other agents who can act reasonably even in a very critical situation; in the 
worst case they can at least send a warning message to the public.      

The theory formalizing reasoning of agents has to be able to ‘talk about’ and quantify 
over the objects of agents’ attitudes, i.e. structured meanings of the embedded clauses, 
iterate attitudes of distinct agents, express self-referential statements, respect different 
inferential abilities of resource bounded agents. While this is beyond the capacity of 
first-order logic systems, we have the theory at hand; it is Transparent Intensional Logic 
(TIL). Thus, the content of agents’ messages is formalized in TIL so that all the above 
issues are successfully dealt with. Each active agent has its own ontology and knowledge 
base. While an agent’s knowledge base usually contains dynamic empirical facts, formal 
ontology is a result of the conceptualization of a given domain. It contains definitions 
(i.e., complex concepts) of the most important entities, forms a conceptual hierarchy 
together with the most important attributes and relations between entities. Due to TIL 
ramified hierarchy of types, the agents can reason about concepts themselves, learn new 
compound concepts via refinement of less complex concepts and exhibit an adequate 
dynamic behaviour.   

In the multi-agent and multi-cultural world procedurally structured concepts are 
central to our communication. We model such concepts as TIL procedures, coined 
constructions. Flexible systems that we need to deal with critical situations in our rapidly 
changing dynamic world are best modelled and implemented as multi-agent systems 
composed of autonomous, resource-bounded yet less or more rational agents who 
communicate by messaging. In our systems, the content of a message is formalized in 
terms of concepts, i.e. in the language of TIL constructions. 

 
Acknowledgements. This research has been supported by the Grant Agency of the Czech Republic, project 
No. GA18-23891S “Hyperintensional Reasoning over Natural Language Texts”. 

3. AI in Modelling Landscape - Technological Changes in Conceptual Modelling  

The role of information modelling as a part of information systems (IS) development is 
to transfer human knowledge of the requirements of the system to the IS implementation. 
Along the development path, first step is to create a conceptual model. It represents the 
joint view of the interest groups of the IS’s data in a structured way. This structure is 
manipulated in the evolution path of the IS first to reflect to the needs of requirements 
engineering, further to include the architectural design related aspects, then technical 
aspects coming from technical design and finally the elements of implementation. During 
the whole life cycle it is question on the data model of the same IS, but from different 
points of view. The purpose of the models is to transfer IS related decisions through the 
life cycle from phase to phase and from interest group to interest group. In addition, it is 
the key issue for communication in IS development.  

Data modelling is always done in its context. The context covers technologies 
available, tools, development processes – in general, a huge amount of environmental 
issues of modelling. If we look at the history of computing and IS development as a part 
of it, it is easy to see dramatical changes in technologies; IS development and data 
modelling at the principal level have remained the same, the purpose of modelling has 
remained the same, but technological progress has changed the environment of it. The 
key enabler in the progress of ICT (Information and Communication Technology) is the 
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improvement of VLSI technology. According to Moore’s Law [18] the packing density 
of VLSI circuits doubles every 15 months. It reflects directly to the processing capacity 
of computers (doubles in 18 moths), memory capacity (doubles in 15 months), data 
transmission capacity (doubles in 20 months) and mass memories (capacity doubles in 
18 months). If we compare the time of birth of systematic data modelling (from early 
1960s) to the situation today, we have currently the computing environment having 
processing capacity of 240-, memory size of computers 249-, mass memory size 240- and 
data transmission capacity  236-times compared with the computing environment of early 
1960s. In spite of this progress, it is acceptable to say that data modelling has more or 
less remained the same over the decades – or has it? 

The progress introduced above is handled in more detail in [19] from the point of 
view of AI (Artificial Intelligence). AI has one of the key roles in the current era of data 
modelling. In [20] the era of systematic data modelling is divided (by binding it to the 
progress of database management) in four phases (quoted from the original article):  

 Phase I (from roughly the 1960s to 1999) included the development of Database 
Management Systems (DBMS) known as hierarchical, inverted list, network, and 
during the 1990s, object-oriented Database Management Systems. 

 Phase II (starting about 1990) relates to relational databases, SQL and SQL 
products (plus a few nonSQL products). 

 Phase III (starting also around 1990 simultaneously to the Phase II) supported 
Online Analytical Processing (OLAP), along with specialized DBMSs. 

 Phase IV (started 2008) introduced NoSQL and supported the use of Big Data, 
non-relational data, graphs, etc. 

If we simply analyze the progress above, it is easy to notice that data modelling 
varies over the phases. Development tools are an essential part in IS development. In the 
development process, we aim to look at the system structure “through the glasses” of the 
tool. Because of that it is easy to agree that also tools create a part of the IS development 
context and aim to guide the data modelling.  

 One interesting view to the changes in data modelling can be found in the traditional 
classification of data related concepts. The DIKW pyramid6 (the good overview of it is 
available in [21]) represents structural and/or functional relationships between the 
concepts data, information, knowledge, and wisdom: 

 Data: facts and figures relaying something in a non-organized way. 
 Information: Contextualized, categorized, organized data. 
 Knowledge: know-how, understanding, experienced, insight, intuition, 

contextualized information. 
 Wisdom: Knowledge applied in action.  
The hierarchy, in addition to help understanding about the role of the data in 

information systems, gives a view to the progress in data modelling. Without hesitance, 
it is possible to say that during the decades it is easy to see the transfer of the modelling 
target from lower towards upper levels. Nowadays, in the new era of AI, we should be 
able to model the connections between items of wisdom, instead of the traditional (data) 
concepts.  

                                                           
6 The origin of the DIKW Pyramid is not unanimously specified. The classification is 

handled in several articles;  based on a simple literature review the author reviewed e.g.: 
http://www.infogineering.net/data-information-knowledge.htm; http://www.knowledge-
management-tools.net/knowledge-information-data.html; 
https://www.ontotext.com/knowledgehub/fundamentals/dikw-pyramid/  
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What are the current trends in data and information systems modelling? This topic 
is handled in [22]. The author of the aeticle points out the important role of cloud 
platforms, coupled with Big Data and IoT technologies powered by AI and Machine 
Learning (ML), providing professional means for non-professionals - citizen data 
analysts. The article gives nice scene to the data modelling of 2019. We list some of the 
most important aspects of it as follows:  

 Tools embedding AI and ML change the modelling landscape. Built in 
intelligence in the tools decrease the amount of human work. Model analytics 
decreases the opportunity for human errors and increases the quality of models. 
Automatic model generation decreases the amount of human work  

 Gartner’s predicts 40 percent automation in data science tasks. In data analytics, 
the role of citizen data analysts is growing. It indicates the changing role of the 
experts. Two types of data models are needed: one for data professionals and one 
for citizen users to be used for quick solutions in a plug and play manner.  

 There is transfer from problem specific to problem area specific instruments and 
towards framework dominance. It indicates higher abstraction of the IS models.  

 The increasing role of Robotic Process Automation (RPA; Software Robotics) 
indicates the growing importance of business process modelling.  

 Transfer out of relational databases, especially in new types of applications. New 
technologies - NoSQL databases, data lakes, algorithmic intelligence, self-
describing data formats, standardized data models - initiate new challenges for 
and take place of data modelling. Cloud dominance affects in data structures. 

 The growing role of ”on-line” continuous data handled dynamically without 
knowing its structure in advance. 

 Globalization of IS business indicates complexity in the Data Management 
ecosystem and unknown Data Governance issues. Data landscape becomes 
distributed, having a wide variety of data sources in applications. The importance 
of interoperability issues runs towards commonly used standardized data 
structures and models. Importance of interfaces and interface modelling will be 
an essential part of data modelling. 

As a summary, it is easy to see the growth of modelling complexity, transfer of data 
(modelling) related tasks from professionals to end-users and AI to support human work. 
In basic level, data modelling remains as it has always been, but in practice, a lot of new 
challenges will appear. 

4. Applications of AI in Global Environmental Engineering 

4.1. Conceptual Modelling with Semantic Computing for Environmental Analysis 

Humankind, the dominant species on Earth, faces the most essential and indispensable 
mission; we must endeavor on a global scale to perpetually restore and improve our 
natural and social environments. It is essentially significant to apply conceptual 
modelling and knowledge computing to global environment-analysis for finding out 
difference and diversity of nature and livings with a large amount of information 
resources in terms of global environments. 

The 5D World Map (5DWM) System has introduced the concept of “SPA (Sensing, 
Processing and Analytical Actuation Functions)” for realizing a global environmental 
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system [23, 24, 25, 26]. The 5DWM system has been proposed by Kiyoki and Sasaki in 
[24, 25], and its architecture has been implemented as a multi-visualized and dynamic 
knowledge representation system. The 5DWM is a system for visualizing the data 
resources to the map, which can be analyzed with multi-dimensional axes. 
Environmental Knowledge Base creation with 5DWorld Map is implemented for sharing, 
analyzing and visualizing various information resources to the map, which can display 
and facilitate the comparisons in multidimensional axes.  

This system realizes Physical-Cyber integration, as shown in Figure 3, to detect 
environmental phenomena with real data resources in a physical-space (real space), map 
them to the cyber-space to make knowledge bases and analytical computing, and actuate 
the computed results to the real space with visualization for expressing environmental 
phenomena, causalities and influences.  

The 5D World Map System and its applications create new analytical circumstances 
with the SPA concept (Sensing, Processing and Analytical Actuation) for sharing, 
analyzing and visualizing natural and social environmental aspects, as shown in Figure 
4. This system realizes “environmental analysis and situation-recognition” which will be 
essential for finding out solutions for global environmental issues. The 5D World Map 
System collects and facilitates many environmental information resources, which are 
characteristics of ocean species, disasters, water-quality and deforestation.  

As conceptual modelling for making appropriate and urgent solutions to global 
environment changes in terms of short and long-term changes, “six functional-pillars” 
are essentially important with “environmental knowledge-base creation” for sharing, 
analyzing and visualizing various environmental phenomena and changes in a real world: 
(1) Cyber & Physical Space Integration, (2) SPA-function, (3) Spatio-Temporal 
computing, (4) Semantic computing, (5) World map-based visualization, and (6) 
Warning message propagation 

As an actual implementation of the SPA architecture, 5D World Map System Project 
has presented a new concept of "Water-quality Analysis Semantic-Space for Ocean-
environment” for realizing global water-environmental analysis [26]. The semantic space 
and the computing method have been implemented with knowledge-base creation for 
water-quality-analysis sensors for analyzing and interpreting environmental phenomena 
and changes occurring in the oceans in the world.  We have focused on sea-water quality 
data, as an experimental study for creating "Water-quality Analysis Semantic-Space for 
Ocean-environment” [26]. 

 

4.2. International Collaborative Research Activities with SPA-based 5D World Map 
System   

The 5D World Map System focuses on sharing, analyzing and visualizing various 
environmental influences and changes caused by natural phenomena and disasters in 
global environments with “environmental multimedia data resources.” As a new meta-
level system of international collaborative environment analysis, this system creates a 
remote, interactive and real-time academic-research exchange in global scopes and areas 
[24, 25]. Applications of 5DWorld Map for global sharing analysis of environmental 
situations and changes were studied as case studies in the international collaborative 
research activities with KEIO University (Japan) and Chulalongkorn University 
(Thailand). 

 

Information Modelling and Knowledge Bases XXXI,  Frontiers                              in AI and Applications, 312, pages 530-543, IOS, Press, 2020.



 

 

Figure 3. Global & Environmental System with “Cyber & Physical Spaces”. 
 

 
 

Figure 4. Basic SPA functions in 5D World Map System. 

  
An actual international and collaborative research project on the 5D World Map 

System started in 2011 with Chulalongkorn University [26, 27, 28].  This project focuses 
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on the global coral-analysis with multi-visualized knowledge sharing with 5D World 
Map System, applied to “coral-health-level analysis with images and water-quality data”. 

This project [27] stared at Sichang Island, Thailand. Those coral information 
resources and research results have been mapped onto the 5D World Map system [24, 
25]. Three species of corals at Sichang Island i.e. Acropora sp. Goniopora sp. and 
Pavona sp. were subjected to a stress test with low salinity and normal salinity at 
concentration 10, 20 and 30 psu, respectively.  Under water photographs and eye 
observation of coral activity were recorded at 12, 24 and 48 hours. The entropy or surface 
roughness and percent polyp activity were analyzed with comparison to eye observation 
of coral activity.  The experiment was carried out under continuous water temperature 
and underwater light intensity controlled. The results indicated that “Healthy” entropy 
values for Acropora sp. are 1.57-1.62 and for Goniopora sp. are 4.26-4.46. In contrast, 
for Pavona sp., short polyp coral, there was no “Healthy” entropy value resulted from 
any photographic assessment in this study.  The “Healthy” value of Acropora sp. 
evaluated from percent active polyp was more than 52.4.  

This collaborative project focuses on the effects of temperature and ammonia to 
coral health levels on Acropora sp., Turbinaria sp., Porites sp. by coral health levels 
evaluation with Coral Health Chart [28]. It was a standardized color reference card, 
which is a flexible tool that anyone can use for rapid, wide-area assessment of changing 
coral condition. The acute toxicity of ammonia concentration that affects to bleach coral 
more than 50% (50% Lethal Concentration: LC50) was calculated by Probit analysis and 
coral bleaching analysis by polyp image analysis.  

In addition to coral-analysis in this place, this project integrated a global sharing 
analysis and visualization of water quality analysis [29], with 5D World Map system. 
This integration is a typical and advantageous result to be realized with 5D World Map 
system, as typical and effective integration between different subjects with high 
relationships each other. The data resources in this research were collected from Sichang 
Island, Chonburi province, Thailand during 1990 to 2002. Six input parameters of water 
quality i.e. chlorophyll a, ammonia, nitrite, nitrate, phosphate and silicate were collected 
and displayed in 5D World Map system.  The total location-sites were 21 stations, which 
situated around Sichang Island. All data of water quality were added and displayed with 
5D World Map system in order to visualize and share the water quality from 1990 to 
2002. Our results showed that 5D World Map system integrates environmental analysis 
with the coral-analysis subject related to the coral health level. We apply the dynamic 
evaluation and mapping functions of multiple views of temporal-spatial metrics, and 
integrate the results of semantic evaluation to analyze environmental multimedia 
information resources. 5D World Map System for world-wide viewing of global 
environmental analysis with coral-analysis and water quality around Sichang Island in 
Thailand was reported in this study.  

To conclude, we have introduced a conceptual modelling methodology for realizing 
global environmental analysis with "5D World Map System.” This methodology is 
essential to make appropriate and urgent solutions to global environment changes in 
terms of short and long-term changes. We have applied this methodology to 
“international and collaborative environmental-system research and education” as a new 
platform of environmental computing. This platform realizes remote, interactive and 
real-time academic research exchanging for international and collaborative research 
activities, and this system is currently utilized as an international and environmental 
research platform. This system is also expected to create several new original approaches 
to global environmental-knowledge sharing, analysis and visualization with “spatio-
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temporal & semantic computing.” This system concept will be a basic structure to create 
new international and collaborative research and education for making important 
solutions and knowledge sharing on global environmental issues in the world-wide scope.  
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Abstract. Models are one of the universal instruments of humans. They
are equally important as languages. Models often use languages for their
representation. Other models are conscious, subconscious or preconscious
and have no proper language representation. The wide use in all kinds of
human activities allows to distinguish different kinds of models in depen-
dence on their utilisation scenarios. In this keynote we consider only four
specific utilisation scenarios for models. We show that these scenarios can
be properly supported by a number of model construction conceptions.
The development of proper and well-applicable models can be governed
by various methodologies in dependence on the specific objectives and
aims of model utilisation.

1 Introduction

Models are widely used in life, technology and sciences. Their development is
still a mastership of an artisan and not yet systematically guided and managed.
The main advantage of model-based reasoning is based on two properties of
models: they are focused on the issue under consideration and are thus far simpler
than the application world and they are reliable instruments since both the
problem and the solution to the problem can be expressed by means of the
model due to its dependability. Models must be sufficiently comprehensive for
the representation of the domain under consideration, efficient for the solution
computation of problems, accurate at least within the scope, and must function
within an application scenario.

The Notion of Model

Let us first briefly repeat our approach to the notion of model:

A model is a well-formed, adequate, and dependable instrument that repre-
sents origins and that functions in utilisation scenarios. [6, 24, 25]

Its criteria of well-formedness, adequacy, and dependability must be com-
monly accepted by its community of practice within some context and corres-
pond to the functions that a model fulfills in utilisation scenarios.
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The model should be well-formed according to some well-formedness crite-
rion. As an instrument or more specifically an artifact a model comes with its
background , e.g. paradigms, assumptions, postulates, language, thought com-
munity, etc. The background its often given only in an implicit form. The back-
ground is often implicit and hidden.

A well-formed instrument is adequate for a collection of origins if it is anal-
ogous to the origins to be represented according to some analogy criterion, it is
more focused (e.g. simpler, truncated, more abstract or reduced) than the origins
being modelled, and it sufficiently satisfies its purpose.

Well-formedness enables an instrument to be justified by an empirical cor-
roboration according to its objectives, by rational coherence and conformity
explicitly stated through conformity formulas or statements, by falsifiability or
validation, and by stability and plasticity within a collection of origins.

The instrument is sufficient by its quality characterisation for internal qual-
ity, external quality and quality in use or through quality characteristics [23] such
as correctness, generality, usefulness, comprehensibility, parsimony, robustness,
novelty etc. Sufficiency is typically combined with some assurance evaluation
(tolerance, modality, confidence, and restrictions).

A well-formed instrument is called dependable if it is sufficient and is justified
for some of the justification properties and some of the sufficiency characteristics.

Model Deployment Scenarios are Multi-Facetted

The model notion can be seen as an initialisation for more concrete notions. We
observe that model utilisation follows mainly four different kinds of scenarios
(see Figure 1). The four scenarios do not occur in its pure and undiffused form
they are interleaved. We can however distinguish between:

Problem solving scenarios: Problem solving is a well investigated and well
organised scenario (see, for instance, [1, 8]). It is based on (1) a problem space
that allows to specify some problem in an application in an invariant form
and (2) a solution space that faithfully allows to back-propagate the solution
to the application. We may distinguish three specific scenarios: perception
& utilisation; understanding & sense-making, and making your own.

Engineering scenarios: Models are widely used in engineering. They are also
one of the main instruments in software and information systems develop-
ment, especially for system construction scenario. We may distinguish three
specific scenarios depending on the level of sophistication: direct applica-
tion:, managed application, and application according to well-understood
technology.

Science scenarios: Sciences have developed a number the distinctive form in
which a scenario is organised. Sciences make wide use of mathematical mod-
elling. The methodology of often based on specific moulds that are commonly
accepted in the disciplinary community of practice, e.g. [1]. We may distin-
guish three specific scenarios: comprehension, computation and automatic
detection for instance in data science, and intellectual adsorption.
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Social scenarios: Social scenarios are less investigated although cognitive lin-
guistics, visualisation approaches, and communication research have con-
tributed a lot. Social models might be used for the development of an un-
derstanding of the environment, for agreement on behavioural and cultural
pattern, for consensus development, and for social education.
We may distinguish three specific scenarios: development of social accep-
tance, internalisation & emotional organisation, and concordance & judge-
ment.

Fig. 1. The four aspects of model scenarios: problem solving, engineering, science, social
scenarios. Each of the scenarios combines initialisation by exploring the landscape,
strategy, tactics, operational, and delivery layers. Each of these layers adds quality
characteristics and specific activities to the previous layer in dependence on the aspects
considered.

The notion of model mainly reflects the initialisation or landscape layer. De-
pending on the needs and demands to model utilisation we may distinguish vari-
ous layers from initialisation towards delivery. The strategy, tactics, operational,
and delivery layers are essentially refinements and extensions of the initialisation.
The dependability and especially the sufficiency are based on other criteria while
the landscape layer is permanent for all models due to the consideration of the
concern, the issue, and the specific adaptation to the community of practice, .
The strategy layer is governed by the context (e.g. the discipline) and the mould
for model utilisation, and the matrix (including methodologies and commonly
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accepted approaches to modelling). The tactics layer depends on the settlement
of the strategy and initialisation layers considers the well-acknowledged expe-
rience (e.g. generic approaches), the school of thought or more generally the
background, and the framing of the modelling. Which origin(al)s are reflected
and which are of less importance is determined in the operational layer that
orients on the design and on mastering the modelling process. Finally the model
is delivered and form for its application in scenarios that are considered. We
thus observe various specific quality characteristics for each of these aspects and
layers.

Do We Need a Science of Models and Modelling?

Since everybody is using models and has developed a specific approach to mod-
els and modelling within the tasks to be solved, it seems that the answer is
“no”. From the other side we deeply depend on decisions and understandings
that are based on models. We thus might ask a number of questions ourselves.
Can models be misleading, wrong, or indoctrinating? Astrophysics uses a Stan-
dard Model that has not been essentially changed during the last half century.
Shall we revise this model? When? What was really wrong with the previous
models? Many sciences use modelling languages in religious manner, e.g. think
about UML and other language wars. What is the potential and capacity of a
modelling languages? What not? What are their restrictions and hidden assump-
tions? Why climate models have been deeply changing and gave opposite results
compared to the previous ones? Why we should limit our research on impacts of
substances to a singleton substance? What is the impact of engineering in this
case? What has been wrong with the two models on post-evolution of open cool
mines after deployment in Germany which led to the decision that revegetation
is far better than water flooding? Why was iron manuring a disaster decision
for the Humboldt stream ocean engineering? What will be the impact of the
IPCC/NGO/EDF/TWAS proposal for Solar Radiation Management (SRM) for
substantial stratosphere obscuration for some centuries on the basis of reflec-
tion aerosols (on silver, sulfate, photophoretic etc. basis)? Why reasoning on
metaphors as annotations to models may mislead? Are “all models wrong”1?

Developing a science of models and modelling would allow us to answer ques-
tions like the following one: What is a model in which science under which con-
ditions for whom for which usage at a given time frame? What are necessary
and sufficient criteria for an artefact to become a model? What is the difference
between models and not-yet-models or pre-models? What is not yet a model?
How are models definable in sciences, engineering, culture, ...? Under which con-
ditions we can rely on and believe in models? Logical reasoning: which calculus?
Similarity, regularity, fruitfulness, simplicity, what else (Carnap)? Treatment,
development, deployment of models: is there something general in common?
Models should be useful! What does it mean? Is there any handling of usage,

1 “All models are wrong. ... Obtain a ‘correct’ one. ... Alert to what is importantly
wrong.” [2] We claim: Models might be ‘wrong’. But they are useful.
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usefulness, and utility? What is the difference between an object, a model, and
a pre-model? What might be then wrong with mathematical models? What is
the problem in digging results through data mining methods?

The Storyline of this Paper

Models are the first reasoning and comprehension instruments of humans. Later
other instruments are developed. The main one is language. Models then often
become language-based if they have to be used for collaboration. Others will
remain to be conscious, preconscious or subconscious. Based on the clarification
of the given notion of model and a clarification of the model-being we explore
in this paper what are the constituents of models, how models are composed,
and what are conceptions for model constructions. Since models are used in
scenarios and should function sufficiently well in these scenarios we start with an
exploration of specific nature of models in four scenarios. We are not presenting
all details for a theory of models2.

2 Case Study on some Scenarios for Model Utilisation

Models are used in various utilisation scenarios such as construction of systems,
verification, optimization, explanation, and documentation. In these scenarios
they function as instruments and thus satisfy a number of properties [7, 26–28].

Models for Communication

The model is used for exchange of meanings through a common understanding
of notations, signs and symbols within an application area. It can also be used
in a back-and-forth process in which interested parties with different interests
find a way to reconcile or compromise to come up with an agreement.

The model has several functions in this scenario: (personal/public/group)
recorder of settled or arranged issues, transmitter of information, dialogue ser-
vice, and pre-binding. Users act in the speaker, hearer, or digest mode.

The communication act is composed of six sub-activities: derive for commu-
nication, transfer, receive, recognise and filter against knowledge and experience,
understand, and integrate. We may distinguish two models at the speaker side
and six models at the hearer side: speaker’s extracted model for transfer, trans-
ferred model for both, hearer’s received model, hearer’s understanding and recog-
nition model, hearer’s filtered model, hearer’s understood model, and hearer’s
integration model. These models form some kind of a model ensemble. Some are
extensions or detailing ones; others are zooming ones. Communication is based
on some common understanding or at least on transformation of one model to
another one.

2 Collections of papers wich are used as background for this paper is downloadable
via Research Gate. Notions and definitions we used can be fetched there.
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Models for Understanding

Models may be used for understanding the conceptions behind. For instance,
conceptualisation is typically shuffled with discovery of phenomena of interest,
analysis of main constructs and focus on relevant aspects within the applica-
tion area. The specification incorporates concepts injected from the application
domain.

The function of a model within these scenario is semantification or meaning
association by means of concepts or conceptions. The model becomes enhanced
what allows to regard the meaning in the concept.

Models tacitly integrate knowledge and culture of design, of well-forming
and well-underpinning of such models and of experience gained so far, e.g. meta-
artifacts, pattern and reference models. This experience and knowledge is con-
tinuously enhanced during development and after evaluation of constructs.

Models are functioning for elaboration, exploration, detection, and acquisition
of tacit knowledge behind the origins which might be products, theories, or
engineering activities. They allow to understand what is behind drawn curtain.

Models for Search

Users often face the problem that their mental model and their fact space are
insufficient to answer more complex questions [12]. Therefore, they seek infor-
mation in their environment, e.g. from systems that are available. Information
is data that have been shaped into a form that is meaningful and useful for
human beings. Information consists of data that are represented in form that is
useful and significant for a group of humans. This information search is based on
their on the information need, i.e. a perceived lack of some information that is
desirable or useful. The information is used to derive the current information de-
mand, i.e. information that is missing, unknown, necessary for task completion,
and directly requested. Is is thus related to the task portfolio under consideration
and to the intents.

Search is one of the most common facilities in daily life, engineering, and
science. It requires to examine the data and information on hand and to carefully
look at or through or into the data and the information.

There is a large variety of information search [5] such as:

1. querying data sets (by providing query expressions in the informed search
approach),

2. seeking for information on data (by browsing, understanding and compiling),
3. questing data formally (by providing appropriate search terms during step-

wise refinement),
4. ferreting out necessary data (by discovering the information requested by

searching out or browsing through the data),
5. searching by associations and drilling down (by appropriate refinement of

the search terms),
6. casting about and digging into the data (with a transformation of the query

and the data to a common form), and
7. zapping through data sets (by jumping through provided data, e.g., by par-

tially uninformed search).
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Models for Analysis

Data analysis, data mining or general analysis combines engineering and (sys-
tematic) mathematical problem solving [20]. The model development process
combines problem specification and setting with formulation of the analysis tasks
by means of macro-models, integration of generic models, selection of the anal-
ysis strategy and tactics based on methodology models, models for preparation
of the analysis space, and model combination approaches for development of
the final model society as the analysis result [16, 14]. The typical process model
that governs the analysis process is based on a layering approach, e.g. initial set-
ting, strategy, tactics with generic (or general parameterised models), analysis
initialisation, puzzling the analysis results, and final compilation. It is similar
to experiment planning in Natural Sciences. The analysis puzzling may follow a
number of specific scenarios such as pipe scenarios [19].

3 Model Conceptions for These Scenarios

It seems that these scenarios require completely different kinds of models. This
is however often not the case. We can develop stereotypes which are going to be
refined to pattern and later to templates as the basis for model development.
We demonstrate for the four scenarios (communication, understanding, search,
analysis) how models can be composed in a specific form and which kind of
support we need for model-backed collaboration.

Deep Models

A typical model consists of a normal (or surface) sub-model and of deep (im-
plicit, supplanted) sub-models which represent the disciplinary assumptions, the
background, and the context. The deep models are the intrinsic components
of the model. Conceptualisation might be four-dimensional: sign, social embed-
ding, context, and meaning spaces. The deep model is relatively stable. In sci-
ence and engineering it forms the disciplinary background. It is often assumed
without mentioning it. For instance, database modelling uses the paradigms,
postulates, assumptions, commonsense, restrictions, theories, culture, founda-
tions, practices, and languages as carrier within the given thought community
and thought style, methodology, pattern, and routines. This background is as-
sumed as being unquestionable given. The normal model mainly represents those
origins that are really of interest.

The deep model combines the unchangeable part of a model and is deter-
mined by (i) the grounding for modelling (paradigms, postulates, restrictions,
theories, culture, foundations, conventions, authorities), (ii) the outer directives
(context and community of practice), and (iii) the basis (assumptions, general
concept space, practices, language as carrier, thought community and thought
style, methodology, pattern, routines, commonsense) of modelling. The deep
model can be dependent on mould principles such as the conceptualisation prin-
ciple [9].
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8 B. Thalheim

A typical set of deep models are (the models and) foundations behind the
origins which are inherited by the models of those origins. Also modelling lan-
guages have there specific deep parts. As well as methodologies or more generally
moulds of model utilisation stories.

Model Capsules

Model capsules follow a global-as-design approach (see Figure 2). A model has
a number of sub-models that can be used for exchange in collaboration or com-
munication scenarios. A model capsule consists of a main model and exchange
sub-models. Model capsules are stored and managed by their owners. Exchange
sub-models are either derived from the main model in dependence on the view-
point, on foci and scales, on scope, on aspects and on purposes of partners or are
sub-models provided by partners and transformed according to the main model.
A sub-model might be used as an export sub-model (e.g. A4,E) that is delivered
to the partner on the basis of the import sub-model (e.g. B4,I). The sub-models
received are typically transformed. We thus use the E(xtract)T(ransform)L(oad)
paradigm where extraction and loading is dependent on the language of the send-
ing or receiving model and where transformation allows adaptation of the export
sub-model to the import sub-model.

Fig. 2. Exchange on the basis of model capsules with sub-models in model-based ETL-
oriented communication scenarios

Model Suites

Most disciplines simultaneously integrate a variety of models or a society of
models, e.g. [3, 11]. The four aspects in Figure 1 are often given in a separate
form as an integrated society of models. Models developed vary in their scopes,
aspects and facets they represent and their abstraction.
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A typical case are the four aspects that might coexist within a complex
model. For instance, models in Egyptology [4] 3 can be considered have four
aspects where each of the aspects has its specific model. The entire model is an
integrated combination of (1,2) signs in textual representation and an extending
it hieroglyph form (both as representation), (3) interpretation pattern (as the
foundation and integration into the thoughts), (4) social determination (as the
social aspect), and (5) a context or realisation models into which the model
is embedded. The co-design framework for information systems development
(integrated design of structuring, functionality, interaction, and distribution)
uses four different interrelated and interoperating modelling languages. These
modelling languages are at the same level of abstraction and may be combined
with additional orientation on usage (as a social component, e.g. represented
by storyboards [21]). In this case, the foundational aspect is hidden within the
modelling language and within the origins of the models, for instance in the
conceptualisation. Following the four aspects in Figure 1, we derive now models
that consider one, two, three, or all four aspects (Figure 3).

Fig. 3. The four aspect model suite and the corresponding planes for the layers within
a model. Activities are governed at each plane by the WHAT I <actually consider>
as main activity.

A model suite consists of set of models {M1, ....,Mn} , of an association or
collaboration schema among the models, of controllers that maintain consistency
or coherence of the model suite, of application schemata for explicit maintenance

3 The rich body of knowledge resulted in [22] or the encyclopedia with [17].
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and evolution of the model suite, and of tracers for the establishment of the
coherence.

Model suites typically follow a local-as-design paradigm of modelling, i.e.
there must not exist a global model which combines all models. In some cases
we might however construct the global model as a model that is derived from the
models in a model suite. The two approaches to model-based exchange can be
combined. A model capsule can be horizontally bound to another capsule within
a horizontal model suite or vertically associated to other model capsules. Model
capsules are handled locally by members in a team. For instance, model capsules
are based on models A and B that use corresponding scientific disciplines and
corresponding theories as a part of their background. The models have three
derived exchange sub-models that are exported to the other capsule and that
are integrated into the model in such a way that the imported sub-model can be
reflected by the model of the capsule.

Model Scenes

Model scenes for the development process may be specified in a similar way as
storyboarding [21]. A scene is used by members of the community of practice,
follows a certain modelling mould, considers a typical ensemble of origin(al)s,
inherits certain stereotypes and pattern, is embedded into a context and the
tasks, and uses the deep model as the background for model development. These
parameters govern and thus control the scene. The developer or modeller is
involved into this scene. The input for the scene is the current model, the specific
properties of the ensemble of origin(al)s, and especially the experience gained
so far. This experience may be collected in a library or generalised to generic
models. The output is an enhanced model. We notice that model utilisation
scenes can be specified in a similar way.

Figure 4 displays the embedding of a model scene into the model mould or
more specifically into the methodology as a macro-model for development.

A model scene is an element of a model story. We imagine that the story
can be represented as a graph. A model scene considers an actual or normal
model and at the same time the desired embedding into the deep model. The
scene is relevant for the community of practice. The model should be accepted
by this community. The model scene also embeds the deep model. The scene has
its cargo [18], i.e. its mission, determination, meaning, and specific identity. The
cargo allows to determine the utility that the model gained so far.

Model Stories

Model development and utilisation can be described as a graph of scenes. Let
us consider the model development for search scenarios [12, 13] in Figure 5. This
story can be used for derivation of a waterfall-like approach in Figure 6. We start
with initialisation of the search landscape. The result is a search guideline (or
search activity meta-model). The information demand is transferred to a search
question. The search strategy is configured out of the seven kinds of search. The
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Fig. 4. Model scenes for development (similar to for utilisation)

result is a macro-search model. Selection of the search pattern depends on system
information and on the data that is available. The result is a search meso-model,
for instance, question-answer forms. Finally we may derive a model on the basis
of the data. We might also reconsider the intermediate results and preview or
prefetch the potential solutions.

Fig. 5. The layered search story that is used for general search

This story is similar to data mining stories [13, 15]. Data mining uses macro-
models as methodological foundation. Frameworks for data mining start with
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problem specification and setting, continue with formulation of data mining
tasks by means of macro-models, reuse generic models according to required
adequacy and dependability, next then select appropriate algorithms according
to the capacity and potential of algorithms, prepare furthermore the data min-
ing as a process, and finally apply this process. The data mining mould can be
supported by controllers and selectors.

Spaces for Models

Figures 1 and 3 use six planes for detailing models. Each of the planes has it
specific quality requirements, support tools, and tasks. At the landscape layer
we determine the orientation of the model that should be developed, its problem
space, its focus and scope, its integration into the value chain of the application
(domain), and its stakeholder from the community of practice with their specific
interests and their responsibilities, We rely on mental and codified concepts
which are often provided by the world of the origins that a model should properly
reflect. The strategic layer adds to this the ‘normal way’ of development for
utilisation of models as methodologies or mould, the embedding into the context
and especially the infrastructure, the disciplinary school of thought or more
generally the background of the model. The tactics plane embeds the foundations
into the modelling process, for instance, by deep model incorporation. It also
allows to sketch and to configure the model. The operational plane orients on
the formation of the model and the adaptation to the relevant origin(al)s that
are going to represented by the model(s). The main issue for the delivery plane is
the design of the model(s). The last plane orients utilisation of the model(s) that
have been developed. This outer plane might also be structured according to the
added value that a model has for the utilisation scenario. Each plane allows to
evaluate the model according to quality characteristics used in the sufficiency
portfolio.

The model planes have their own workspace and workplaces which are part
of the infrastructure for modelling and utilisation.

4 Model Development

Model Development Story

The modelling story consists of the development story and of the utilisation
story. The model development story integrates activities like

1. a selection and construction of an appropriate model according to the func-
tion of the model and depending on the task and on the properties we are
targeting as well as depending on the context of the intended outcome and
thus of the language appropriate for the outcome,

2. a workmanship on the model for detection of additional information about
the original and of improved model,

3. an analogy conclusion or other derivations on the model and its relationship
to the application world, and
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4. a preparation of the model for its use in systems, for future evolution, and
for change.

Model utilisation additionally uses assured elementary deployment that includes
testing and model detailing and improvement. It may be extended to paradig-
matic and systematic recapitulation due to deficiencies from rational and em-
pirical perspectives by the way(s) incommensurability to be resolved. Model
deployment also orients on the added value in dependence on the model func-
tion in given scenarios. A typical model mould is the mathematics approach to
modelling based on (1) exploration of the problem situation, (2) development
of an adequate and dependable model, (3) transformation of the first model to
a mathematical one that is invariant for the problem formulation and is faith-
ful for the solution inverse mapping to the problem domain, (4) mathematical
problem solution, (5) mathematical verification of the solution and validation in
the problem domain, and (6) evaluation of the solution in the problem domain
[1].

Greenfield Development

Although development from scratch is rather seldom in practice nd daily life
we will start with the activities for model development. These activities can be
organised in an explorative, iterative, or sequential order in the way depicted in
Figure 3. We can separate activities into4:

(1) Exploration of the origin(al)s what results in a well-understood domain-
situation and perception models: The origin(al)s will be disassembled into
a collection of units. We ensemble (or monstrate) and manifest the insight
gained so far in a domain-situation model and develop nominal or percep-
tion models for the community of practice. It is based on a plausible model
proposition, on a selection of appropriate language and of theories, on generic
models, and on commonsense structuring.

(2) Model amalgamation and adduction is going to result in a plausible
model proposition according to the selected aspects of the four aspects.
Amalgamation and adduction are based on an appropriate empirical inves-
tigation on origin(al)s, on agreed consensus in the school of thought within
the community of practice, on hypothetical reasoning, and on investigative
design.

(3) Final model formulation results in an adequate and dependable model
that will properly function in the given scenarios. We use appropriate depic-
tions for a viable but incomplete model formulation, extend it by corrobo-
rated refinements and modifications, and rationally extrapolate the model in
dependence on the given ensemble of origin(al)s. In order to guarantee suffi-
ciency of the model, we assess by elementary and prototypical deployment for
proper structuring and dependability, within the application domain, within
the boundaries of the background, and within the meta-model or mould for
model organisation.

4 As a generalisation, reconsideration of [10]
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A number of moulds can be used for refinement of this development meta-model
such as agile or experience-backed methodologies Modelling experience knowl-
edge development might be collected in a later rigor cycle (see design science, for
instance, [29]). Model development is an engineering activity and thus tolerates
insufficiencies and deficiencies outside the quality requirements. A model must
not be true. It must only be sufficient and justified. It can be imperfect.

The result of development can also be a model suite or a model capsule. For
instance, information system modelling results in a conceptual structure model,
a conceptual functionality model, a logical structure and functionality model,
and a physical structure and functionality model. It starts with a business data
and process viewpoint model.

Model development can be based on a strictly layered approach in Figure 6
that follows the mould in Figure 5 based on planes in Figure 3.

Fig. 6. Model suite development mould for some of the four aspects in Figure 1

Brownfield Development

Modelling by starting from scratch (‘greenfield’) must be extended by meth-
ods for ‘brownfield’ development that reuses and re-engineers models for legacy
systems and within modernisation, evolution, and migration strategies The cor-
responding model already exists and must be revised. It may also need a revision
of its deep sub-model, its basis and grounding, and its ensemble of origin(al)s.
All activities used for greenfield development might be reconsidered and revised.

5 Conclusion

Models are widely used and therefore many-facetted, many-functioning, many-
dimensional in their deployment, and . Based on a notion of model developed
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at Kiel university in a group of more than 40 chairs from almost all faculties,
we explore now the ingredients of models. The model-being has at least four
dimensions which can be grouped into four aspects: representation of origins and
their specific properties, providing essential foundations and thus sense-making
of origins, relishing and glorifying models as things for interaction and social
collaboration, and blueprint for realisation and constructions within a context.
This four-aspect consideration directly governs us during introduction of model
suites as a model or model capsules. The utilisation scenario and the function of
a given model (suite) determine which of the four aspects are represented by a
normal model and which aspects are entirely encapsulated in the deep model .

Models are embedded into their life, disciplinary, and technical environment,
and their culture. They reuse intentionally or edified (or enlightened) existing
sub-models, pre-model, reference model, or generic models. A model typically
combines an intrinsic sub-model and an extrinsic extrinsic sub-model. The first
sub-model forms the deep model. For instance, database modelling is based on
a good number of hidden postulates, paradigms, and assumptions.

The model-being is thus dependent on the scenarios in which models should
function properly. We considered here four central scenarios in which models are
widely used: communication, understanding, search, and analysis. These four
utilisation scenarios can be supported by specific stereotypes of models which
model assembling and construction allows a layered mastering of models. The
mastering studio has its workspace and its workplace, i.e. in general space for
models.

References

1. Berghammer, R., Thalheim, B.: Wissenschaft und Kunst der Modellierung: Mod-
elle, Modellieren, Modellierung, chap. Methodenbasierte mathematische Model-
lierung mit Relationenalgebren, pp. 67–106. De Gryuter, Boston (2015)

2. Box, G.E.P.: Science and statistics. Journal of the American Statistical Association
71(356), 791–799 (1976)

3. Coleman, A.: Scientific models as works. Cataloging & Classification Quarterly,
Special Issue: Works as Entities for Information Retrieval 33, 3-4 (2006)

4. Deicher, S.: The language of objects. BMBF Project KunstModell in Egyptology,
https://www.bmbf.de/files/Kurztexte SdOIII.pdf (2018)
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Abstract 

 

Prominent voices in archaeology have expressed deep skepticism about the role of theory in 

archaeology while with new, exciting methods at its disposal, archaeological science is occasionally 

perceived as not needing theory at all. This paper reflects upon the debate about theory in 

archaeology to arrive at a robust but critical middle range concept of the role and character of 

theory in socio-environmental archaeology. It is argued that archeology is a data-based science and, 

consequently, in order for theory to be meaningful in socio-environmental archaeology, theory 

ought explicitly aim to make its qualitative concepts quantitative to establish a clear relation to data 

and its interpretation. On the turn side, theory plays an important role critically reflecting upon the 

use of concepts in archaeological understanding and explanation, as well as their origins in 

particular paradigms, as examples of which certain debates in scientific archaeology are discussed 

(aDNA and migration, evolutionism). We argue that such model would serve archaeology far more 

than a naïve dismissal of theory on the one hand and the continued production of “high” theory in 

absence of operationalization on the other. 

 

Introduction 

 

Archaeology is a historical discipline between the natural sciences and the humanities. There is a 

more scientific and positivistic side to archaeology, and there is a more theoretical and speculative 
side (Sørensen, 2017; Killich 2015; Kristiansen 2014). The division echoes the classic “two 

cultures” argument made by C.P. Snow (1959). At least since the emergence of postprocessual 

archaeology, the relationship between archaeological science and archaeological theory has been 

tense. Our concern in this essay is to attempt to locate the crux of the tension and then attempt an 

ecumenical but critical account of the role of theory in archaeological science. We write in the 

context of a larger, interdisciplinary, socio-environmental archaeological research effort the fruits of 

which this special issue displays. 

 

On the scientific (positivistic, empirical, material) side of archaeology, we find research and data 

mining at different sites, we find refined dating methods, restoration of fragmentary remnants, 

inventories, collections, and archives. Remnants are excavated, dated, physically analyzed, and 

stored. This side represents the actual and solid disciplinary work proceeding according to 

established as well as innovative scientific methods. It constitutes a growing database. On this what 

one might call positivist side, we see firm and impressive results and we register slow but steady 

progress over decades, from DNA and isotope analysis to digitalization. One can take this 

dimension as the hard core of archaeology (Kristiansen, 2014). The history of archaeology, then, 

can be written as the development “of techniques of recovery and material analysis” (Ion & Barrett, 

2016: 133). In this sense, sequencing of ancient DNA, pollen analysis, and isotope analysis would 

be paradigm examples of scientific progress. 

 

Given the above, it is not obviously wrong to define the epistemic self-understanding of 

archaeology in a prudent, modest, and enlightened, positivist, research-oriented way. This definition 

will entail some skepticism of “lofty” or “mere” theoretical speculations. 
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In works such as John Bintliff's provocative “The Death of Archaeological Theory” (2011, see also 

Bintliff, 2015), the problematic nature of the relationship of scientific archaeology to theory was 

discussed. Bintliff argued that 

Published papers increasingly begin with pages of scholastic citation to works of theory, 

followed by applications to archaeological data which rely more on repeated reference 

to the favoured approach than providing convincing matching of concepts to recovered 

material evidence. (Bintliff, 2011: 9) 

In other words, theory appears to serve a lofty role detached from the archaeological practice while 

the real core of the archaeological practice is to be found in rigorous empirical work (see also 

Johnson, 2006). Bintliff's views were echoed by Matthew H. Johnson who wrote that 

There is, to put it very simply, a disjuncture between what we say we do as ‘archaeological 

theorists’ and what we actually do as archaeologists […] The case studies offered in support of a 

particular theoretical position frequently do not match up to the claims made about them in the 

preceding theoretical excursus. (Johnson, 2006: 118, 119) 

Arguably, the actual targets of the “death of theory” charge may not so much be theory in the 

broadest sense ―for often, the critics themselves are prolific theorists themselves― but rather some 

particular instances of (postprocessual) theory. 

 

Nonetheless, In general, still, well-known practitioners of scientifically but also social theoretically 

informed archaeology continue to be unimpressed by the fruits of the latest theoretical work citing a 

“a lack of interpretive implementation and progress” (see e.g. Kristiansen, 2017). Elsewhere 

Kristiansen observed in the literature a wider “critical stance against a previously predominant post-

modern/post-processual hegemony, and the reintroduction of a revised modern/processual 

approach” in archaeology (Kristiansen, 2014: 11). Similarly, in reference to the concept of agency 

as it came to archaeology from the works of Pierre Boudieu and Anthony Giddens some decades 

ago, Dobres and Robb (2000: 4) argued that “agency in archaeology is not a theoretically 

sophisticated paradigm, but rather a lingua franca ―an ambiguous platitude meaning everything 

and nothing”. 

 

A closely related critique of theory is that where the import of a theoretical framework with regard 

to archaeological interpretation is made explicit, the results regularly fail to convey anything 

substantially new about the research object at hand. Such a morale arises, for example, from John 

Barrett's (2014: 68-71) discussion of the inanimate agency thesis in new materialist archaeology, a 

fairly fresh entrant to the archaeological theoretical scene (Harris & Cipolla 2017; not to be 

confused with the agency theory mentioned above). In closer scrutiny, says Barrett, either the 

inanimate agency thesis is vague in its statements as to wherein causality resides in an assemblage 

of human and non-human things; or it implausibly proposes that causal agent to be able to be a 

material thing; or, finally, that what the inanimate agency thesis really is proposing is the kind of 

holism that most would accept anyway: “Archaeologists have long characterized the conditions of 

the past as the operation of a complex system of relationships between different kinds of 

component” (Barrett, 2014: 65). 

 

Where, then, does all this leave theory? How, if at all, can it be combined with scientific 

archaeology? What is the role of theory in archaeology? Despite these difficult questions, a longer 

standing view is “that everything archaeologists do is infused by theory (much of it, regrettably, still 

implicit)” (Schiffer, 1988: 461). Similar observations have been made at various junctures over the 

decades such as Alison Wylie (2002: 7) here: 
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observations are theory-laden and richly dependent on extended networks of theoretical 

claims and assumptions … that include generalizations about observables as well as 

claims about unobservable dimensions of the reality under study ... These constitute a 

conceptual framework without which observations have no meaning or evidential 

import—indeed, without which they cannot be identified as observations. 

It is thus not that there is no need for archaeological theory, but we seem to be at loss as to what it 

can be in the cross-fire of natural and human scientific conceptions. 

 

John Bintliff argued that “[a] rehearsal of the old antagonisms between New Archaeology and the 

postprocessual programme is unproductive, if not tiresome, and it does not seem to me to be taking 

us anywhere” (Bintliff, 2000: 160). We believe there is nonetheless value in trying to make the fault 

lines of that antagonism as clear as possible and that is our aim in this paper. 

 

In a nutshell, according to the analysis of the field put forward in this paper,Against the foregoing 

background, this paper argues that archaeology is essentially a discipline orientated to the extraction 

and analysis of data, and that being the case, theory can be meaningful in archaeology only if theory 

connects theoretical concepts with data. That is to say, archaeological theory has to say what 

patterns in our data does a given piece of archaeological theory lead us to look for. To the detriment 

of not an insignificant portion of 20th and 21st century archaeological theory, the relationship of 

theoretical concepts to data and interpretation has unfortunately often been felt to be tenuous. 

 

At the same time, we draw attention to a longer history of conceptual problems arising from the 

extension of emerging natural scientific techniques and ideas being applied to understand 

(pre)history that were later criticized for having ignored considerable socio-cultural depth to them. 

Issues from Social Darwinism via the selfish gene to the modern day archaeological debates about 

aDN and migration are cases in point. This is a history that any third and subsequent scientific 

revolutions in archaeology and elsewhere ought to keep in mind. With a view on this history, our 

paper is a plea for reflective Middle Range theory in archaeology. 

 

That said, our paper also makes a case for theoretical reflection as an essential scientific skill. 

Reflection is characterized as the process of raising (self)awareness about the (implicit) role of 

paradigms and theoretical concepts in archaeological interpretation including the traversing of 

natural scientific concepts to human scientific exaplanation. We propose a modest concept of 

Middle Range Theory at the core of reflective, interdisciplinary socio-environmental archaeology. 

 

Middle Range Theory 

 

Any introduction to archaeology will characterize the discipline as essentially orientated to the 

excavation and analysis of the archaeological record. Therefore, if an archaeological concept means 

anything, it does so because the concept is somehow, even if indirectly, connected with the kinds of 

stuff the archaeologist find in the ground. In a phrase, in archaeology, quantitative concepts should 

be associated with qualitative concepts. 

 

This simple observation allows us to pinpoint the nature of Bintliff's and others' critique of 

archaeological theory. Basically, in their view, ever since the emergence of postprocessualism, 

archaeological theorists have been struggling to connect theoretical concepts with archaeological 

data. As a result, postprocessual archaeological theory has been charged with making grand 

theoretical assertions but failing to connect these with particular data in a way that is unequivocal 

and/or substantially new. 
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We would like to suggest that the concepts of Middle Range Theory (MRT) on the one hand and 

that of High Theory on the other, can be used to conceptualize the situation. We do not wish to go in 

too much detail to the long debate about MRT in archaeology (Forslund, 2004) but few words on 

the notion are in order to make explicit the kinds of issues MRT has historically involved. 

 

The term goes back to the American sociologist Robert K. Merton who in his Social Theory and 

Social Structure (1949, 1957, 1968) criticized the tendency in the American sociology of the time to 

work with grand theoretical systems (Merton, 1968: 39; Geels, 2007: 628). At the same time, 

Merton also expressed his criticism towards the opposite approach ―small-scale empirical 

propositions informing day-to-day research. Merton (1968: 44) suggested MRT as a middle way 

between minor empirical hypotheses and grand theory: 

[…] middle-range theory enables us to transcend the mock problem of a theoretical 

conflict between the nomothetic and the idiothetic, between the general and the 

altogether particular, between generalizing sociological theory and historicism. 

One hallmark of MRT for Merton was its ability to “guide empirical inquiry” (Merton, 1968: 39). 

Merton (1968: 39) wrote: 

Middle-range theory involves abstractions, of course, but they are close enough to 

observed data to be incorporated in propositions that permit empirical testing. 

The concept of MRT entered archaeology with Lewis Binford (1977) who used the term to refer to 

the theories of the formation processes of the archaeological record. Others followed with a critique 

introducing concepts of MRT that were taken as more Mertonian than Binfordian in spirit and letter 

(Schiffer, 1988; Raab & Goodyear, 1984). 

 

As a result of the multifaceted history of the concept, the words “Middle-Range Theory” tend to 

evoke many associations in archaeology and its use is rarely precise. In our modest concept of 

MRT, it simply denotes archaeological theory that prioritizes the relation of theoretical concepts to 

empirical data. 

 

Relatedly, MRT signals a certain desire to mediate “between undesirable extremes”, as Frank Geels 

observed in the context of Science and Technology Studies1 ―the appearance of the concept of 

MRT is “an indication of discontent in a discipline” (Geels, 2007: 627). This arguably is the 

situation in archaeology in that there exists the perception that the latest breakthroughs in 

archaeological theory are failing to make an unequivocal interpretative difference. Its content as a 

concept aside, MRT is, therefore, quite specifically situated in a particular juncture in the history of 

archaeology. 

 

High Range Theory and Reflectivity 

 

Generally, theories can so to speak “fly at different altitudes”. In biology, a theory within population 

ecology flies at a different altitude than the general theory of evolution. This holds true also for 

archaeology. As we saw above, aversion against theory in archaeology often stems from the 

impression that here is too large a distance between the archaeological record and some “satellite” 

altitude of general theories stemming from the remote stratosphere of social theories. 

                                                 
1 Science and Technology Studies are a sociological and philosophical branch of history of science studying social 

and cultural formation processes of scientific knowledge and theories. 
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Merton, and several commentators on the MRT debate thereafter, distinguish between high and 

middle level theory, and sometimes low level theory (Raab & Goodyear, 1984; Smith, 2011). High 

level theory is by definition something that sets off from fairly abstract (philosophical, if you like) 

debates about the fundamental nature of something ―say, of agency, of materiality, to pick some 

recent examples (Witmore, 2014; ANONYMIZED; Dobres & Robb 2000). The worry raised by 

Bintliff and others about “high” theory is that it threatens not to have an obvious empirical 

application for archaeological purposes. In our view, Bintliff and others' worry is essentially 

justified. 

 

That said, “high” theoryetical and reflectivity ought to be considered a part of any scientist's 

toolkit2. In the most general sense, the The concept of reflection can be understood as refersring to 

the awareness of research traditions or paradigms, theiry key “high” theoretical concepts and the 

influence these have on archaeological interpretation. In a more particular sense, reflectivity 

critically looks at how concepts are (implicitly) defined and used for explanatory purposes within a 

given paradigm (Kuhn, 1969; Lucas, 2017). A case in point is the on-going debate about how the 

aDNA techniques are being used to (implicitly) define migration. 

 

Gavin Lucas' (2017) recent discussion of the concept of a paradigm (Kuhn, 1996 [1962]) is very 

interesting pointing out some important nuances in the term ―as well as the loose use the concept 

is regularly put to in archaeology and beyond. Lucas (2017: 265) notes that one can think of 

paradigms and research matrices in terms of, both, what they are and what they do. One of the 

central ways in which a paradigms does something, namely divide the field of science in schools or 

camps, is by conveying their orientation through classic publications, methods, techniques, 

instruments, and the like as these are disseminated through research training and communication 

within a field that shares a paradigm. Taking one approach or another will probably cancel out 

others (if not by meaning, then simply by time and energy used to pursue one or the other pathway), 

therefore, paradigms are not a trivial matter. 

 

Every once in a while, archaeologists implicate themselves as guilty of naïve empiricism, a certain 

“fetishisation of ‘data’, ‘facts’ and quantitative methods” (Sørensen, 2017: 1), the way we look at 

archaeological features, findings or data and the question we ask are often implicitly directed by 

those theoretical approaches and certain “controlling models” (Clarke, 1972; Wylie, 2002). 

Therefore, it is of substantial importance to be aware of how theoretical and other (e.g. political, or 

ethical) conceptions implicitly may shape archaeological thought ―a struggle that surely is difficult 

and never-ending, so to speak, a hermeneutic circle or spiral. The danger of unreflective and 

unnoticed migration of concepts from one domain to other is perhaps particularly present in socio-

environmental archaeology understood as archaeology working with, both, approaches from the 

cultural and social sciences as well as environmental natural sciences. 

 

Atn integral issue is the implicit transmissionimmigration of concepts and thought-models from one 

domain to another, as recently debated in the aDNA studies regarding the concept of migration 

(Heyd, 2017; Ion, 2017; Furholt, 2018). For decades in archaeology, Gustav Kossinna's concept of 

monolithic archaeological cultures identified on the basis of shared material culture, and the 

associated concept of migration as geographical movement of such a monolith, has been discussed 

critically to the point of rejection (cp. a similar paradigm in “New World archaeology”, see Clark, 

1993). However, with the rise of aDNA, this concept of migrations has seemingly returned, this 

time migration being equated with the movement and appearance of certain aDNA in different 

                                                 
2 Reflectivity is perhaps related but still distinct, in particular in its methods, from Reflexive Archaeology as 

introduced in archaeological field practice by Ian Hodder (1997; Berggren, 2015). 
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areas. The debate is on-going, but arguably ―alongside technical questions about the adequacy of 

sample sizes and the like― the danger here is the unreflective equation of the 

appearance”movement” of aDNA from one geographic area to the next with the concept of 

migration the latter of which arguably contains social, cultural, and political dimensions not visible 

in baremere transmissions of aDNA. In Ion's words, aDNA “is just data in want of a narrative” (Ion, 

2017: 186; see also Gramsch, 2015: 343). Surely, there may have been periods for which demic 

expansion is the appropriate model, yet the complex nature of the record may not have been 

sufficiently considered (Gramsch, 2015: 343). In other words, Eexplanatory power has been sought 

in a reduction to the supposed essentials seemingly allowing the archaeologists not to step into the 

bog of interpretative socio-cultural particularities in the first place. 

 

An underlying issue we wish to draw attention here is that we have been here before. The history of 

science knows of cases of how a natural scientific discoveries have first seemed to reveal the nature 

of things only for significant doubts and reversals to surface later. Thus, Iin a parallel case of a 

reduction to the essentials, Richard Dawkins' view on the selfish gene were once, in not too distant 

past (Dawkins, 1976), used to provide a one stop shop accounts of such arguably quite complex and 

mixed phenomenon as altruism. Later critics would indeed argue that the reduction to the essentials 

was mistaken as, once again, what was once thought to be the essential causal core of a 

phenomenon was probably better thought of as at least partly socio-culturally shaped (Gould, 2002; 

Sterelny, 2007). 

 

The immigration of natural scientific concepts into human scientific interpretation, of course, has a 

longer history. A classic example is social evolutionism, inspired by Darwin's evolutionary theory, 

and leading to the imposition of the concept of stages of development upon the variety of human 

social and cultural life. The concept of evolution extended to human social and cultural 

development had the analysts project the concept of evolution upon a domain that, however, worked 

by rather different principles, as prominent critics such as Tylor, Spencer, and Boas would argue. 

 

In archaeology, Shanks and Tilley's classic critique of evolutionism in archaeology is complex, but 

one of the key statements was that, in this tradition, “societies were viewed as being involved in an 

endless series of technologically governed environmental adaptations” (Shanks & Tilley, 1988: 

152). In other words, in evolutionistic research, “[t]he search is for universal processes underlying 

different empirical sequences of societal change, and the reason for this change is environmental 

adaptation” (Shanks & Tilley, 1988: 140). Shanks and Tilley trace this heritage to a range of 

literature from Childe (1936) to then-recent work in the 1970s and 1980s by Binford (1972), 

Flannery (1972), Renfrew (1972), Bintliff (1984), and others. 

 

The alternative to evolutionism Shanks and Tilley proposed was put forward with apologies for the 

general, outline-like quality ―one might say “high” theoretical character― of their remarks 

(Shanks & Tilley, 1988: 185). A central aspect of it was that 

Societies, unlike individual organisms, do not have any clear-cut physical parameters or 

boundaries, nor do societies have conscious problems of self-maintenance or a need to 

adapt. Individuals may have these characteristics but they cannot be validly 

anthropomorphized in terms of entire social totalities … Societies construct their own 

social reality and the reproduction of societies entails far more than physical, biological 

reproduction. (Shanks & Tilley, 1988: 155) 

The alternative proposed there essentially says that humans are subject to different, socially 

constructed determinations that can and do supplant and redefine the environmental constraints. The 
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jury is essentially still out on this question and both sides are able to field important argumentation 

in support of their position (ANONYMIZED). 

 

In any case, the present point is, it is only “high” theory that produces this sort of reflection on the 

fundamentals of our scientific conduct. Reasoned and reflective archaeology is better than one 

conducted unawares of major paradigm alternatives (ANONYMIZED).  

 

Furthermore, reflection may help avoid implausible equations of scientifically detected phenomena 

(such as demic shifts of aDNA) with immigration. Interdisciplinary work environments ―ones in 

which representatives of both “cultures” regularly meet, present, and discuss on-going work― 

constitute an excellent forum for facilitating awareness and debate. In the end, however, as argued 

above, archaeology is a fundamentally data-based science, and “high” theory really ought to make 

the extra effort to descend from principled discussions upon the middle-range level, that is, to 

questions of operationalization of theoretical insights. 

 

Scales of Transformation 

 

Building on the foregoing metaphor of altitude, we see a continuum of theory formation in 

archaeology. This array can be organized as different layers or levels of theory formation (cp. 

Schiffer 19883). The layer model gives a static picture of theoretical altitudes, while a dynamic 

perspective would explain, why and how theories can “reach” specific different altitudes and how 

layers can come into contact. What is needed, then, would be a fleshed-out meta-theoretical 

hierarchical layer model of theories within archaeology. We argue that such model would serve 

archaeology far more than a naïve dismissal of theory on the one hand and the continued production 

of “high” theory in absence of operationalization on the other. Our ultimate interest is to improve 

our explanations through providing an explicit epistemological model of the scales of 

transformation. 

 

To begin to conceptualize these scales, an analytic distinction between climatic and environmental 

spheres on the one hand, and social and cultural spheres on the other, may be made (Figure 1). in 

such a scheme, a reductivist explanation can be understood as one that seeks to collapse the two 

spheres together again by proposing that some one explanatory factor or factors from one sphere 

would alone account for the phenomenon under investigation. An example of a reductivist account 

could be the naïve Marxist view that changes in economic structure in the last instance drive other 

changes. A second example would be the environmental determinist view that the changing 

biological frame ultimately drives change in (pre)history. 

 

                                                 
3 We adopt Schiffer's (1988) classic model of the structure of archaeological theory in the recognition that there is in 

fact a plurality of theories used in archaeology. In Schiffer's words, this ranges from theories of Reconstruction of 

the “cultural and natural past” (Schiffer 1988: 469), via Methodological theory concerning “methods and techniques 

(of recovery, analysis, and inference)” (Schiffer 1988: 474), to Social Theory, the last of which has been our focus 

in this paper. 

The Holocene, 2019, 29(10) Special Issue ``Scales of Transformation: 
  Human-Environmental Interaction in Prehistoric and Archaic Societies''

forthcomng



8 

 

Figure 1. Scales of Transformation and Socio-Environmental Archaeology. The sphere of cultural 

and social processes is analytically distinguished from the sphere of climatic and environmental 

processes. Sub-processes and theories of them, within these spheres are characterized by their 

differing hypothetical temporal and spatial scales (lengths of the arrows). 

 

By contrast, the non-reductivist argument can be made that even if we assume triggers from one 

sphere ―say, changing climate and environment― the logic by which these changes develop in the 

other sphere would be its own. Thus, for example, differences and changes in the form of 

governance will crucially affect the way communities deal with environmental challenges (Oliver-

Smith 2012, Keyzer 2016). 

 

A second point we wish to argue is, there are differing spatial and temporal scales at which a given 

(pre)historic phenomenon could plausibly be said to be occurring which bears some significance to 

explanation and understanding. To give a simple example, unless we talk about sudden catastrophes 

(Grattan 2006, Middleton 2017), most climatic and environmental changes occur over a lot longer 

time spans than most socio-cultural processes do. In modern contexts, this is referred to as the 

shifting base line: over human generations, changes in the environmental and climate may become 

imperceptible due to the relative comparative shortness of human memory as well as contextualism 

pertaining to human perception of the environment. As a rule, phenomena in the socio-cultural 

sphere can perhaps be said to be occurring in temporally and spatially shorter scales, yet, arguably, 

there is great variation there in how some economic processes may be global while cultural 

processes often are more local. 

 

The point is, given the potential differences in the scales in which different phenomena can be 

plausibly be said to be occurring, socio-environmental archaeology probably ought to be conscious 

of the differences in the scales. For example, it is not plausible that, say, the temporally long and 

geographically large scale phenomenon of the neolithisization could be reductivistically understood 

and explained by appeal to long term climatic-environmental nor by short term ideological changes. 

In so far as the neolithisization was a spatially and temporally dispersed phenomenon, it's 

explanation would seem to require as much. The ideal type of socio-environmental archaeology 

would be one that is conscious of, studies, and provides insights into the different scales of 

transformation. 
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Abstract: Humanities are becoming a hyping field of intensive research for computer researchers.
It seems that conceptual models may be the basis for development of appropriate solutions of
digitalisation problems in social sciences. At the same time, humanities and social sciences can
fertilise conceptual modelling. The notion of conceptual model becomes enriched. The approaches to
modelling in social sciences thus result in a deeper understanding of modelling. The main aim of this
paper is to learn from social sciences for conceptual modelling and to fertilise the field of conceptual
modelling.

1 The Value of Conceptual Modelling

1.1 Computer science is IT system-oriented

Computer system development is a complex process and needs abstraction, separation of
concern, approaches for handling complexity and mature support for communication within
development teams. Models are one of the main artifacts for abstraction and complexity
reduction. Computer science uses more than 50 different kinds of modelling languages
and modelling approaches. Models have thus been a means for system construction for a
long time. Models are widely used as a universal instrument whenever humans are involved
and an understanding of computer properties is essential. They are enhanced by commonly
accepted concepts and thus become conceptual models. The main deployment scenario for
models and conceptual models is still system construction (with description, prescription,
and coding sub-scenarios) although other scenarios became popular, e.g. documentation,
communication, negotiation, conceptualisation, and learning.

1.2 Learning from Digital Hunanities

Digital humanities become a hyping buzzword nowadays due to digitalisation and due to
over-applying computer technology. We have been engaged in a number of projects, e.g.
[1, 2, 4, 6, 9]. We step back now and reconsider the challenges to conceptual modelling in
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these projects and generalize the experience we have gained in these projects. Let us first
present a number of observations:

Observation (1): The concept spaces used in social sciences underpins the conceptual model.
Conceptions are systems of concepts. The concept space is typically complex structured. It
is used in a multi-viewpoint manifold.

Observation (2): Conceptualisation has to be co-considered at various abstraction levels at
the same time, e.g. at the micro-, meso-, and macro-level.

Observation (3): The mould3 (and methodology) determines model handling and the
utilisation scenarios in which a model functions by playing roles. Models incorporate their
function.

Observation (4): The model consists of a surface (or normal) sub-model and of deep (implicit,
supplanted) sub-models which represent the disciplinary assumptions, the background, and
the context. The deep models are the intrinsic components of the model. Conceptualisation
might be four-dimensional: sign, social embedding, context, and meaning spaces.

Observation (5): Models benefit and suffer from the art of omission. Social and cultural
embeddings are considered to be obvious and can thus be omitted.

Observation (6): Models may be materialised and then they have a material obstinacy due
to the chosen material.

Observation (7): Conceptual models have to carry at the same time a manifold of under-
standings and a manifold of domain-situation models.

1.3 The storyline

These observations and lessons are useful for conceptual modelling in our area. They
are often not explicitly observed in computer science. They are however implicitly used.
Think, for instance, on conceptual database models. We often use a conceptual schema
that describes the structure of the entire database system and use additionally a number
of conceptual views that describe the viewpoints of users of the database. Therefore, we
explain now how conceptual modelling can learn from successful approaches in social
sciences. The learning process will enhance the added value of conceptual modelling.

2 Learning from Humanities for Conceptual Modelling

According to [5, 10, 13] we define the model notion as follows:

3 The mould is a hollow form or matrix or simply frame for giving things (such as models) a particular shape. In
production, moulds are used as a shaped cavity for forming fluid or plastic things.
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“A model is a well-formed, adequate, and dependable instrument that represents
origins and that functions in utilisation scenarios.”

“Its criteria of well-formedness, adequacy, and dependability must be commonly
accepted by its community of practice (CoP) within some context and corres-
pond to the functions that a model fulfills in utilisation scenarios.”

Well-formedness is often considered as a specific modelling language requirement. The
criteria for adequacy are analogy (as a generalisation of the mapping property that forms a
tight kind of analogy), being focused (as a generalisation of truncation or abstraction), and
satisfying the purpose (as a generalisation of classical pragmatics properties).
The model has another constituents that are often taken for granted. The model is based
on a background, represents origins, is accepted by a community of practice, and follows
the accepted context. The model thus becomes dependable, i.e. it is justified or viable and
has a sufficient quality. Justification includes empirical corroboration, rational coherence,
falsifiability (in our area often treated as validation or verification), and relative stability.
The instrument is sufficient by its quality characterisation for internal quality, external
quality and quality in use. Sufficiency is typically combined with some assurance evaluation
(tolerance, modality, confidence, and restrictions).

2.1 The notion of conceptual model

A notion of conceptual model might be a slim, light, or concise one depending on the level
of detail we need in model utilisation. We will use in the sequel one notion, i.e. the concise
notion and refer for slim and light versions to [12, 14].

Concise version:
Conceptual Model w (Model

⊕
Concept(ion)s) ./ Enabler [7]:

A conceptual model is a model that is enhanced by concept(ion)s from a con-
cept(ion) space, is formulated in a language that allows well-structured formu-
lations, is based on mental/perception/situation models with their embedded
concept(ion)s, and is oriented on a mould and on deep models that are com-
monly accepted.

The mould and the deep models form the matrix of a model [11]. We notice that a conceptual
model typically consists of a model suite in social sciences. Each of the models in a model
suite reflects some viewpoint or aspect.
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2.2 The added value of conceptual modelling

Models do not have to be conceptual models. Conceptual models do not have to be based
on an ontology. The main purpose of conception as a system of concept or of a concept(ion)
space is the integration of interpretation pattern that ease the communication, understanding,
delivery of a model in dependence on the model functions. The concept(ion) space, the
mould of model utilisation, and the explicit knowledge of the social determination provide a
means for the correct and sufficiently precise interpretation of the model elements.

2.3 The four dimensions of conceptual modelling

The consideration of the strategic, tactical, and operational sides of modelling and of
conceptual modelling drives us to consider the four dimensions in Figure 1. These dimensions

Fig. 1: The representation, application context, foundation, and social dimension of conceptual
modelling

cover the application areas in [15] and especially those in humanities. Information systems
typically consider the representation dimension and only one of the branches of the
foundation dimension. Computer engineering especially considers the application context
dimension.
Prescriptive conceptual models that are used as the blueprint for system realisation also
consider this dimension. The social embedding is typical for social sciences. The foundation
dimension has additional aspects in social sciences since corroboration, comprehension and
systematisation are far more complex. Conceptualisation is based on complex concept and
conception spaces.
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2.4 Handling forgetful mappings to IT and DBMS technology

In is often claimed that conceptual database or data models are mainly descriptive ones.
Description is, however, only one of the functions that a conceptual data model has in
a system development scenario. Other typical scenarios are documentation, prescription,
communication, negotiation, and explanation. These scenarios are also observed for
humanities.
In system construction we transform the conceptual data model to corresponding realisation
models. This transformation also changes the semantics from rich semantics of conceptual
models to lexical semantics which is based on the lexical interpretation of the words used
in realisation models according to the meaning in the given application area. It is thus
forgetful. The reestablishment of the conceptualisation must thus be handled by a reference
to the conceptual model what also means to use a tight bundling of all models in the case of
system maintenance (e.g. evolution and migration) and integration. The social dimension
and the foundation dimension get also lost during transformation.

2.5 Sophisticated conceptual models are model suites

Based on the observations, we should consider a conceptual model as a model suite, i.e. a
coherent collection of explicitly associated models. The associations are explicitly stated,
enhanced by explicit maintenance schemata, and supported by tracers for the establishment
of coherence [8]. Each model in the model suite has its orientation and its functions in
utilisation scenarios. The association schema among the models allows to consider the
model suite as a complex but holistic model.
Model suites in most sciences and engineering incorporate some conceptual models. This
situation is not different for social sciences. For instance, the CRC 1266 [1, 2] uses as a
complex model of transformation a model suite consisting of models for socio-economic
formation (cluster B-E), for socio-environmental components of change (cluster F), and for
natural science investigation (cluster G). The interplay of these models allows to suppose
hypotheses and to draw conclusions. Most models are already conceptual ones. They use,
however, different conception spaces. The association among these models is handled by
interlinkage groups within the CRC.

2.6 Models as mediating instruments instead of middle-range theories

Middle-range theories [2] are essentially model suites. They are used for an integrating
consideration of quantitative sources and theory conceptions. Quantitative sources are
used for derivation of quantitative concepts. The theory offer underpins these concepts.
Qualitative theory-oriented research uses theoretical concept(ion)s. These concepts are
supported by supporting sources which are often generated before and might use the current
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quantitative sources. A theory integrates these concepts. We use typically several theories,
e.g. for plausibility check, for investigation, explanation, knowledge experience propagation,
and discovery scenarios. In a proxy-based research we start with proxy sources that might
be underpinned by proxy concepts. This research results in a theory request that can be
satisfied by a theory offer.
This approach often results in a gap between qualitative and quantitative research. Models
can be used to render the theory offer. At the same time, models may also render a
qualitative theory. The rendering procedures are typically different. A model suite can
now be constructed by models for theoretical concepts from one side and by models for
quantitative concepts from the other side. In this case, we use models for the quantitative
theory offers and for the qualitative theories. This approach is depicted in Figure 2.
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Fig. 2: Models as integrating and mediating instrument for conceptualisation, investigation, explanation,
knowledge experience propagation, and discovery

This approach has already used for the investigation in the CRC 1266 [2]. In a similar form
we can consider now conceptual models for other application cases.

3 Concluding: Conceptual Modelling Inspired by Humanities

Conceptual modelling is a widely used practice in many science and engineering disciplines.
The current practice used for database conceptualisation can be enhanced by a number of
insights that we observed in social science research.

• The concept(ion) space is often far more complex structured than finally represented
and used for a singleton conceptual model. We should consider conceptual models
that orient on different aspects and different levels.

• The context dimension should not be neglected for conceptual models.
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• The social dimension and the foundation dimension are equally important as the
representation dimension.

• Model and especially conceptual models consist of a number of models and thus
form a model suite.

We got now additionally a number of special necessities for conceptual modelling without
which conceptual models are of low quality, not justified, and also not adequate.

Deep models: Models consist of normal sub-models and deep sub-models. The first ones
are given in an extrinsic and explicit form. The later ones are often concealed.

Model mould: The second element of the matrix of modelling is the mould. We
know a number of canonic approaches that guide the modelling process, the modelling
outcome, and the capacity of the finally developed model.

Concept-biased modelling: Conceptual models are typically deeply biased by the
concepts in a given domain. Concepts such as “village”, “settlement” and “center” are
essentially representing the same understanding but are used in very different contexts. The
same applies to database models, e.g. the concepts of “Person” or “Address” depend on
geographic, law etc. assumptions.

Functions of models as the guiding principle: The utilisation scenarios determine the
functions that a model has in such scenarios. The model is an instrument in these scenarios.
Whether it is a proper and fit-to-use instrument depends on the function the model has (and
thus on the purpose and the goal).
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